
The ART Principles

Accountability, Responsibility, Transparency



AI is not ML, DL … 

Image: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/
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AI has great potential (if controlled)

• AI can bring significant benefits to society.
• e.g., climate change, cure to diseases …
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AI has great potential (if controlled)

• AI can bring significant benefits to society.
• e.g., climate change, cure to diseases …

• As we mentioned so far in the lectures, AI can produce undesirable 
impacts.
• e.g., amplifying biases, discrimination, misinformation, manipulation …
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Generative AI • Pattern Discovery

• Original outputs

• Enhancing Learning

• An assistant to help 
with writing

• Customer Engagement

• Customized chatbots

• Hallucinations

• Retrieval Augmented 
Generation

• Ethical concerns

• Bias, Privacy, 
Trustworthiness

• Intellectual Property 
Issues
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AI has great potential (if controlled)

• AI can bring significant benefits to society.
• e.g., climate change, cure to diseases …

• As we mentioned so far in the lectures, AI can produce undesirable 
impacts.
• e.g., amplifying biases, discrimination, misinformation, manipulation …

• We need to find an ethically acceptable way of designing 
technology that can benefit the society.
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Characteristics of AI Systems

• Autonomy

• deciding on an action

• Adaptability

• learning from the environment, adapting its behavior

• Interaction

• communicating with other agents in the environment

9
Floridi, L., and Sanders, J. On the morality of artificial agents. Minds and Machines 14, 3 (2004), 349-379.



Fix Technology 
by more 
Technology!

"Customer trust is at the center of everything we do and Alexa is designed to provide accurate, 
relevant, and helpful information to customers," an Amazon spokesperson said in a statement. "As 

soon as we became aware of this error, we took swift action to fix it." 10



The Landscape 
of AI Ethics 
Principles

• A Google Scholar search reveals 
82100 results for "AI Ethics 
Principles" query.

• Reaching a unique set of AI ethics 
principles is almost impossible.

• We will focus on some common 
themes.

• Jobin et al. Analyzed 84 papers to 
produce AI Ethics principles.
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Findings from Jobin et al.'s paper

• Transparency (appeared in 87% of the documents),

• Justice and Fairness (81%),

• Non-maleficence (71%),

• Accountability/Responsibility (71%),

• Privacy (56%),

• Beneficence (49%),

• Freedom and Autonomy (40%),

• Trust (33%),

• Sustainability (17%), Dignity (15%), and Solidarity (7%).

Jobin, A., Ienca, M. & Vayena, E. The global landscape of AI ethics guidelines. Nat Mach Intell 1, 389–399 (2019). 

12



Responsible AI

• Responsible AI provides directions for action, i.e., a code of behavior for 
AI systems and people.

• The consequences of decisions made can be ethically significant, which 
does not necessarily mean that the autonomous systems behave in an 
ethical manner.

• AI systems that put human well-being at the core of the development 
process are also likely to be adopted by humans, who have a say more 
than before.
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The ART Principles for Trustworthy Autonomous Systems

• Accountability
• The system explains and justifies its decision to users 

and relevant parties.

• Responsibility
• The focus is on how the socio-technical systems 

operate.

• Transparency
• It is about the data being used, methods being 

applied, openness about choices and decisions.
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The ART Principles for Trustworthy Autonomous Systems

• Accountability
• The system explains and justifies its decision to users and 

relevant parties.
• The purpose of the system should be driven by moral 

values/societal norms.

• Responsibility
• The focus is on how the socio-technical systems operate.
• It involves the actions of stakeholders and the machines.

• Transparency
• It is about the data being used, methods being applied, 

openness about choices and decisions.
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Accountability

ART
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Accountability

• The actor has an 
obligation to explain.

• The forum can pose 
questions.

• The actor may face 
consequences.
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ActorsForum



(Algorithmic) Accountability

• Things may often go wrong...

• When it is the case, we want to assign blame... and start to look for 
accountable/responsible (human) agents [if we are lucky to find!]

• A new trend is blaming AI or the algorithms that make such decisions.
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(Algorithmic) Accountability

• Accountability requires finding moral (ethical) or legal agents (e.g., 
people who are designing, deploying algorithms in organizations).

• Accountability is related to moral agency. An agent should be able to act 
with reference to right and wrong.

• Remember the Rescue-Robot example. Under different ethical theories, 
the moral agent will be accountable accordingly.
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Automated Parking Control (Amsterdam)

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/
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Reflection Time

• What did you like/dislike about 
this architecture?

• What are the benefits/harms of 
such a system?
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Responsibility

ART
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Responsibility

• The forum should have power over 
actors.

• We are talking about liability when the 
AI system acts in an unexpected way.

• In such cases, the immediate 
responsible actors are the developers 
and the manufacturers.
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Responsible AI  --- in practice
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Chatbots and Legal Responsibility

• Air Canada tried to claim the bot was a separate 
legal entity. This didn't work!

"It makes no difference whether the information 
comes from a static page or a chatbot."

https://www.theguardian.com/world/2024/feb/16/air-canada-chatbot-lawsuit (16 Feb 2024)

https://www.theguardian.com/world/2024/feb/16/air-canada-chatbot-lawsuit


Transparency

ART

26



Transparency

• Many other terms: "explainability", "understandability", "interpretability"

• Transparency in AI:
• supports access to justifications for decisions when needed. In public sector, 

people should also know how to contest and appeal.

• addresses the right to know (e.g., GDPR). For example, a participation 
information sheet should include all details about data lifecycle.

• helps in understanding and managing risks. For example, an organization can 
be responsible and accountable if it knows the inner workings of their offered 
solutions.
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Major Findings from the literature on explanations

According to Miller, explanations are:
• Contrastive

"Why event P happened instead of some 
event Q?"

• Selected (influenced by cognitive biases)
(Partial) explanations are based on 
selected factors

• Not driven by probabilities
Effective explanations are causal, not the 
most likely explanations

• Social/interactive
Explanations for the user

28
Miller, T. Explanation in artificial intelligence: Insights from the social sciences. Artificial Intelligence 267 (2019), 1-38.



Transparency: Automated Parking Control

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/

What if these steps go wrong?
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Transparency: Automated Parking Control

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/
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Transparency: Automated Parking Control

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/
31

They provide 58 
pages to explain 
the algorithm!

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/


Why is transparency hard?

• We are talking about sociotechnical systems; hence we are dealing with many 
stakeholders.

• Contexts, user profiles, questions to be answered vary largely.

• A data scientist may need to learn more about unjust biases in their data, 
whereas a user may be interested in something different.

• How to explain the workings of a "black box" model?
• Explanations could be added by design, but this requires careful engineering to have a 

usable solution (e.g., interactive interfaces are great to explore models)
• The use of simpler models works sometimes!

• How much transparency should we provide? We do not want to make our 
systems vulnerable to attacks at the same time.
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33https://inews.co.uk/news/technology/lack-transparency-ai-breast-cancer-screening-study-clinical-trials-718154
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Summary

• Beneficial/Harmful AI Systems

• Characteristics of Trustworthy Autonomous Systems
• Autonomy, Adaptability, Interaction

• The ART Principles
• Accountability

• Responsibility

• Transparency
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