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a) Do brains take into account measurement uncertainty 
when combining different (simultaneous) information? 
Combine different sources optimally?

b) Do brains form a representation of the past statistics of 
the environment (priors) and combine it optimally with 
current information? 

1) Do People behave as Bayesian Observers? 



•  How is the brain making use of previous 

knowledge? what priors?

• Prediction 1: the more uncertain the data, 
the more prior information should influence 
the interpretation.

• Prediction 2: The priors should reflect the 
statistics of the sensory world (on which 
time-scale?).
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Visual illusions :  insight into what sort of 

assumptions the visual system makes.   

• Light comes from above 

• Cardinal orientations are more 
frequent [Gershick et al  2011]

• smoothness [Geisler et al 2001]

• symmetry [Knill 2007]

• Objects don’t move or only slowly 
[Weiss et al 2001; stocker & Simoncelli 2006]

 
 

Long-term “structural” priors

... recently formalized in Bayesian terms 
[T. Adelson, E. Simoncelli, O. Schwartz, Y. Weiss]

A- Contextual B- Structural 

http://en.wikipedia.org/wiki/Visual_illusions


•  Motion shown in an aperture is fundamentally ambiguous; it can 
be interpreted in an infinite number of ways 

• which one is chosen? why?

 Interpreting motion : A Prior on Low Speeds (1) 

A

A1
A2

A3

A5



• Hypothesis: humans tend to favour slower motions

• Use a (gaussian) prior on low speeds (centred at 0).

• Explain great variety of data -- elegant unifying explanation

  Interpreting motion : A Prior on Low Speeds (2)

articles

nature neuroscience •  volume 5  no  6  •  june 2002 601

higher uncertainty and hence the low-contrast grat-
ing has less influence on the estimate.

Contrast influence on perceived line direction
Subjects tend to misperceive the direction of a mov-
ing line at low contrasts, even when its endpoints are
visible32. We replotted data from an experiment in
which subjects reported the perceived direction of a
‘matrix’ of lines (Fig. 5c). The matrix was con-
structed by replicating a single line at multiple loca-
tions in the visual field. The line was oriented such
that its normal velocity was downward even when
the line was moving upward. At low contrasts, sub-
jects performed far below chance, indicating that
they perceived upward motion while the line actu-
ally moved downward. The authors proposed two
separate mechanisms to explain this finding, one
dealing with terminator (line endpoint) motion and
other with line motion. The terminator mechanism
was assumed to be active primarily at high contrasts
and the line strategy primarily at low contrasts.

We found that at low contrast, the ideal observer
also misperceived the direction of motion because the
likelihoods are broader and the estimator prefers the

normal velocity (which is slower than the true velocity). To obtain
a percentage of correct responses for the ideal observer, we assumed
that v* was corrupted by decision noise, and we calculated the prob-
ability that the corrupted v* was in the upward direction. The deci-
sion noise was Gaussian in velocity space. The standard deviation of
the decision noise determines the sharpness of the psychometric
function and was adjusted manually. The predicted percentage cor-
rect for the ideal observer was in accordance with human perception
(Fig. 5c, solid line).

Type I versus type II plaids: perceived direction
In the plaid literature, a distinction is often made between two
types of configuration: for a ‘type I’ plaid, the direction of the
veridical velocity lies between that of the two normal velocities;
for a ‘type II’ plaid, the veridical direction lies outside the two
normals17. In the latter case, the vector average is quite different
from the veridical velocity.

At low contrast, the perceived direction for type II plaids is
strongly biased in the direction of the vector average, and the
perceived direction of type I plaids is largely veridical. We replot-
ted data from a single subject who reported the perceived direc-
tion of a plaid under five different conditions17 (Fig. 5d, circles).

Fig. 4. Predictions of ideal observer for rhombus stimuli.
(a–c) Construction of the posterior distribution for the
rhombus stimuli. For clarity, likelihood functions for only
two locations are shown; the estimator used in our study
incorporated likelihoods from all locations. (d) Circles
show perceived direction for a single human subject as
rhombus angle was shifted gradually from thin to fat
rhombuses (all three subjects showed a similar effect, and
all gave informed consent to participate in the study).
Each subject was given 100 presentations. Solid line
shows the predictions of the Bayesian estimator com-
puted using equation (1), where the free parameter was
varied manually to fit the data. Dotted lines indicate the
predictions when the free parameter was decreased by a
factor of 10 (top dotted line) or increased by a factor of
10 (bottom line).

The simple ideal observer presented here does not predict
the quasilinear shape of the perceived relative speeds, nor does
it predict the lack of dependence on total contrast (it makes
slightly different predictions for maximum contrasts of 40%
and 70%, Fig. 5a). We also constructed a slightly more elabo-
rate model that can account for these effects in a more quanti-
tative manner (see Discussion).

Influence of contrast on perceived plaid direction
The perceived direction of a plaid depends on the relative con-
trast of the two constituent gratings20. We replotted data from
an experiment in which subjects reported the perceived direc-
tion of motion of symmetric plaids while the contrast ratio of
the two components was varied (Fig. 5b). Perceived direction
was always biased toward the normal direction of the higher-
contrast grating. The magnitude of the bias changed as a func-
tion of the total contrast of the plaid (the sum of the contrasts
of the two gratings). Increasing the contrast of both gratings
(while the ratio of contrasts is held fixed) resulted in a smaller
bias. The ideal observer shows a similar effect (E. P. Simoncelli &
D. J. Heeger, Invest. Opthal. Vis. Sci. Suppl. Abstr. 33, 954, 1992),
which again follows from the fact that at low contrast, there is
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Nat Neuro, 2002 
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  Interpreting motion : A Prior on Low Speeds (1)

• The brain expects speed to be 0 or slow. 

• Prior on low speed will influence the estimation 
of speed, mostly at very low contrast. 

• This is proposed to be the explanation why 
drivers might misestimate their speed in the fog. 



•  We can reverse engineer the shape of the prior from people’s perceptual data

• Speed discrimination task at different contrast levels -- measure both bias and 

variability + fit Bayesian model  --> recover speed prior and likelihood in individuals
the observer model (Fig. 3a), we solved for a nonparametric descrip-
tion of the prior distribution and the likelihood width (as a separable
function of speed and contrast) that maximized the probability of the
observed data for each subject (Methods).
The prior distribution recovered for all subjects is maximal at the

lowest stimulus speed tested and decreases monotonically with stimu-
lus speed (Fig. 4). But the shape differs significantly from that of the
Gaussian distribution assumed in previous Bayesian models3,4,15. The

central portion of best fitting prior distributions can be approximated
by a power law function of speed. But all subjects tested showed a
flattening at low speeds, and three of the five subjects showed a
flattening at high speeds (for example, subject 1, Fig. 4). The remaining
two did not show this tendency, at least not over the range of speeds
tested (for example, subject 2, Fig. 4).
For all subjects, the width of the likelihood is roughly constant with

respect to speed (Fig. 4, middle column) when considered in a
logarithmic speed domain, suggesting that a
fixed-width Gaussian in this domain (that is, a
log-Normal distribution) might provide an
adequate functional description (Methods).
The recovered dependence of the likelihood
width on contrast is monotonically decreasing
(Fig. 4, right column). We found that this
relationship may be fit by a simple parametric
function derived from assumptions about
noise and contrast response models of cortical
neurons19 (Methods). This is consistent with
previous findings that the introduction of
contrast saturation improves the ability of a
Bayesian model to fit subjective data15. Note
that the sensitivity of speed perception on
contrast varies from subject to subject.

Comparison of perceptual data and model
To examine how well the fitted Bayesian
observer model accounts for human visual
speed perception, we used the model to gen-
erate predictions of both average perceived
speed and thresholds for speed discrimina-
tion. We compared these to values extracted
directly by fitting a Weibull function to the
psychometric function associated with each
stimulus combination (for each subject, there
are a total of 72 such functions; provided in
Supplementary Fig. 1 online together with
model and Weibull fits). Data for all subjects
show that lower-contrast stimuli appeared to
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Figure 3 Bayesian observer model for 2AFC speed discrimination experiment. (a) On each trial, the observer independently performs an optimal estimate of
the speed of each of the two stimuli based on measurements ð~m1; ~m2Þ. These estimates are passed to a decision stage, which selects the grating with the
higher estimate. Over many trials, the estimates for each stimulus pair will vary due to noise fluctuations in the measurements, and the average response of the
decision stage can be computed using standard methods from signal detection theory (Methods). Plotting this average response as a function of, say, v1, yields
a psychometric function. (b) Illustration depicting the relationship between the model parameters and the psychometric function. The slope of the prior affects
the position of the distribution of estimates and thus influences only the position of the psychometric function. However, the width of the likelihood affects
both the width and the position of the distribution of estimates and thus influences both the position and the slope of the psychometric function.
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(g(v) and h(c)) indicate that likelihood is approximately constant in a logarithmic speed domain and
decreases monotonically with contrast in a manner consistent with a simple model for neural response
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subject 2 was not. Among all subjects, subject 2 shows the strongest contrast dependence as well as
the broadest likelihoods.
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Stocker & Simoncelli, Nat Neuro, 2006

  Can we measure people’s prior experimentally?

• reveals inter-individual 

variability in the prior different 

people use

• Speed prior not Gaussian



A way to discover people’s beliefs?

•  Reverse engineering Bayesian models as a way to discover people’s priors/

beliefs/expectations and measure then quantitatively

stimulus measurement estimate behaviour

prior



A way to discover people’s beliefs?

•  Reverse engineering Bayesian models as a way to discover people’s priors/

beliefs/expectations and measure then quantitatively

stimulus measurement estimate Observed 
behaviour

estimate prior



Do such priors correspond to the environment statistics? 

• Difficult to assess for speed prior, but easier for orientation.

928 VOLUME 14 | NUMBER 7 | JULY 2011 NATURE NEUROSCIENCE
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for each class of stimuli. For the low-noise stimuli, all subjects exhib-
ited better discrimination at the cardinals, a well-studied behavior 
known as the oblique effect15. As there was no noise in the stimuli, 
these inhomogeneities must arise from non-uniformity in the ampli-
tude of the internal noise at different orientations. This effect was 
diminished with the high-noise stimuli, for which the inhomogeneous 
internal noise is presumably dominated by external stimulus noise. 
As expected, discrimination thresholds were significantly higher 
for the high-noise stimuli than the low-noise stimuli for all subjects 
(98% of all just noticeable differences (JNDs) across orientations and 
subjects, sign test P y 0). The cross-noise variability data (Fig. 3c 
and Supplementary Fig. 1b) show a moderate oblique effect whose 
strength lies between that of the low noise versus low noise and high 
noise versus high noise conditions (98% of high noise versus low noise 
JNDs are larger than low noise versus low noise JNDs, sign test P y 0; 
73% of high noise versus low noise JNDs are smaller than high noise 
versus high noise JNDs, sign test P < 0.0005).

A non-uniform prior will cause a bias in estimation. Biases are 
not observable when comparing same-noise stimuli, as both stimuli 
presumably have the same bias. Cross-noise comparisons can be used 
to estimate relative bias13 (that is, the difference between the low- and 
high-noise biases) by computing the difference between the mean 
orientation of the two stimuli when they are perceived to be equal. 
This represents the counter-clockwise rotation that must be applied 
to the high-noise stimulus to perceptually match the orientation of 
the low-noise stimulus (Fig. 3d and Supplementary Fig. 1c). All 
subjects showed a systematic bimodal relative bias, indicating that a 
high-noise stimulus was perceived to be oriented closer to the nearest 
cardinal orientation (that is, vertical or horizontal) than the low-noise 
 stimulus of the same orientation. The relative bias was 0 at the cardinal 
and oblique orientations, and as large as 12 deg in between. These 
 relative biases suggest that perceived orientations are attracted toward  

the cardinal directions and repelled from the obliques, and that these 
effects are stronger for the high-noise stimuli (Fig. 4).

Estimation of observers’ likelihood and prior
If our human observers are performing Bayesian inference, what is 
the form of the prior probability distribution that they are using? We 
assume that our observers select the most probable stimulus accord-
ing to the posterior density p(Q|m) (known as the maximum a pos-
teriori estimate). We noted that the circular mean of the posterior 
produced similar estimates, as the posterior distributions are only 
slightly asymmetric (Supplementary Fig. 2). According to Bayes’ rule, 
the posterior is the product of the prior p(Q) and the likelihood func-
tion p(m|Q), normalized so that it integrates to 1. We assume that the 
decoder is based on the correct likelihood function, which is simply 
the measurement noise distribution, interpreted not as a probability 
distribution over measurements but as a function of the stimulus for 
a particular measurement. That is, we assume the observer knows 
and takes into account the uncertainty of each type of stimulus16 (see 
Online Methods).

Figure 3 Stimuli and experimental results. (a) Stimuli are arrays of 
oriented Gabor functions (contrast increased for illustrative purposes). 
Left, a low-noise stimulus (L). Right, a high-noise stimulus (H) with mean 
orientation slightly more clockwise. Observers indicated whether the right 
stimulus was oriented counter-clockwise or clockwise relative to the left 
stimulus. (b) Variability for the same-noise conditions for representative 
subject S1 (left) and the mean subject (right), expressed as the 
orientation discrimination threshold (that is, JND). Mean subject values 
are computed by pooling raw choice data from all five subjects. Error bars 
indicate 95% confidence intervals. Dark gray and light gray curves are 
fitted rectified sinusoids, used to estimate the widths of the underlying 
measurement distributions. Pale gray regions indicate o 1 s.d. of 1,000 
bootstrapped fits. (c) Cross-noise (high noise versus low noise) variability 
data (circles). The horizontal axis is the orientation of the high-noise 
stimulus. (d) Relative bias, expressed as the angle by which the  
high-noise stimulus must be rotated counter-clockwise so as to be 
perceived as having the same mean orientation as the low-noise stimulus.

a

d

c

b

L H

V
ar

ia
bi

lit
y 

(d
eg

)

MeanS1

10

30
50

0

V
ar

ia
bi

lit
y 

(d
eg

)

10

30
50

0

0 45 90 135 180

Orientation (deg) H versus L data
L versus L data
H versus H data

R
el

at
iv

e 
bi

as
 (

de
g)

–10

0

10

L versus L fit
H versus H fit

Estimator
distributions

ˆ
ˆ ˆ

�(m)
m(�)

Measurement
distributions

Noise mH(�H)

mL(�L)

�L �H
?
><

Figure 4 Example cross-noise comparison. The vertical axis is the 
measured orientation, m(Q), and the horizontal axis is estimated stimulus 
orientation, ˆ( ( ))R Rm . Measurements corresponding to low-noise stimuli, 
mL(QL) (dark gray), or high-noise stimuli, mH(QH) (light gray), enter on 
the left. Each measurement is transformed by the appropriate nonlinear 
estimator (solid curves) into an estimate (bottom). The estimators 
correspond to those of the mean observer exaggerated for illustration 
as in Figure 2. The high-noise estimator exhibits larger biases than the 
low-noise estimator. The sensory noise of the measurements propagates 
through the estimator, resulting in estimator distributions (note these 
should not be confused with the posteriors). Comparison of these 
distributions produces a single point on the psychometric function.
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The observer model (Fig. 1) provides a link between the likelihood 
and prior and the two experimentally accessible aspects of percep-
tual behavior: bias and variability. Perceptual variability is caused by 
variability in the estimates, ˆ( ( ))R Rm , which arises from variability in 
the measurements, m(Q). Relative bias corresponds to the difference 
in orientation between two stimuli of different uncertainty, QL−QH, 
whose estimates are (on average) equal, ˆ ( ( )) ˆ ( ( ))R R R RH H H L L Lm m� .  
Note that the two estimator functions, R̂H and R̂L, are dependent on 
noise level. These relationships allow us to estimate the likelihood 
width and prior (as functions of orientation) from the experimentally 
measured bias and variability13 (see Online Methods). Specifically, we 
obtained the likelihood functions directly from the same-noise vari-
ability data (Fig. 3b and Supplementary Fig. 1a). We represented the 
prior as a smooth curve and determined its shape for each observer by 
maximizing the likelihood of the raw cross-noise data. The recovered 
priors of all observers were bimodal, with peaks at the two cardinal 
orientations (Fig. 5 and Supplementary Fig. 3).

Environmental orientation distribution
It has been suggested that the prevalence of vertical and horizontal ori-
entations in the environment is the underlying cause of the anisotropy 
of orientation discriminability (that is, the oblique effect)17. Orientation 
content in images is often studied by averaging the Fourier amplitude 
spectrum over all spatial scales18,19. For the purposes of our study, we 
defined the environmental distribution as the probability distribution 
over local orientation in an ensemble of visual images17, measured at a 
spatial scale roughly matched to peak human sensitivity (approximately 
the same as the scale of our experimental stimuli).

We obtained our measurements from a large database of photo-
graphs of scenes of natural content. We estimated the local image 
gradients by convolution with a pair of rotation-invariant filters20, 
identified strongly oriented regions, computed their dominant 
orientations (Fig. 6a) and formed histograms of these values. The 
resulting estimated environmental distribution indicates a predomi-
nance of cardinal orientations (Fig. 6b). This is consistent with the 
orientation priors that we recovered from our human subjects (Fig. 5  
and Supplementary Fig. 3), and therefore explains the cardinal 
biases in their perception. We chose the spatial scale that corres-
ponds most closely to our 4 cycles per deg experimental stimuli and 
human peak spatial frequency sensitivity of 2–5 cycles per deg21. We 
found that this choice did not have a strong effect on the results: the 
dominance of cardinal orientations was similar across spatial scales  
(Supplementary Fig. 4).

Observers` priors versus the environmental distribution
We compared the estimated human observers’ priors and environ-
mental distribution, both directly (as probability distributions) and 

in terms of their predicted perceptual effects (bias and variability in 
cross-noise comparisons). The observers’ prior probability distribu-
tions and the environmental distribution all had local maxima at the 
cardinals and minima at the obliques, and the heights of the peaks and 
troughs were quite similar (Fig. 7a). We computed perceptual predic-
tions of the trial-by-trial behavior of the Bayesian encoder-decoder 
model by comparing simulated responses to each pair of stimuli 
shown to our observers. We found that the relative variability (Fig. 7b 
and Supplementary Fig. 1b) and bias (Fig. 7c and Supplementary 
Fig. 1c) are similar for a model that uses either the environmental 
distribution or the human observer’s prior, and both closely resemble 
the human behavior.

To assess the strength of this result, we also considered the null 
hypothesis that observers use a uniform prior (equivalent to assum-
ing that observers perform maximum-likelihood estimation).  
A Bayesian-observer model with a uniform prior does not produce the 
distinct bimodal relative bias (Fig. 7c and Supplementary Fig. 1b). 
Instead, this model either produces no bias (for example, mean subject 
and subjects S1, S3, S4 and S5) or a small relative bias away from the 
cardinal orientations (for example, subject S2). This repulsive rela-
tive bias is a result of the asymmetrical shape of the likelihoods near  
the cardinals, which pushes the low-noise estimates toward the 
 cardinals more than the high-noise estimates. Furthermore, the 
uniform-prior observer predicts little or no oblique effect for the 
cross-noise condition, unlike the human observers (Fig. 7b and 
Supplementary Fig. 1c). This indicates that the human observers’ 
biases cannot arise purely from inhomogeneities in sensory noise but 
require a non-uniform prior.

We also compared the ability of Bayesian encoder-decoder  
models with different priors to explain the raw experimental data. 
We computed the log likelihoods of the two non-uniform prior 
models and linearly rescaled them so that a value of 0 corresponds 
to the uniform-prior model (degrees of freedom = 0) and a value 
of 1 corresponds to the raw psychometric fits (degrees of freedom 
= 24; Fig. 7d). In general, a Bayesian observer with the recovered 
observer’s prior (degrees of freedom = 6) performed quite well, 
often on a par with the raw psychometric fits to the data. For the 
mean observer, a Bayesian observer using the environmental dis-
tribution (degrees of freedom = 0) as a prior predicted the data 
even better than using the observer’s recovered prior and better  
than the psychometric fits. It is important to note that these  
models are not nested; the recovered observer’s prior is constrained 
to a family of smooth shapes (see Online Methods) and cannot fully 
capture the peakedness of the environmental distribution. These 
results provide strong support of the hypothesis that human obser-
vers use prior knowledge of the non-uniform orientation statistics 
of the environment.
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Figure 5 Recovered priors for subject S1 and mean subject. The control 
points of the piecewise cubic spline (see Online Methods) are indicated 
by black dots. The gray error region shows o 1 s.d. of 1,000 bootstrapped 
estimated priors.

Figure 6 Natural image statistics. (a) Example natural scene from 
Figure 1, with strongly oriented locations marked in red. (b) Orientation 
distribution for natural images (gray curve).
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• Orientation judgments are more 
accurate at cardinal (horizontal and 
vertical) orientations. 
• And Biased toward cardinal 
orientations. 

• Prior towards cardinal orientation, as 
estimated through reverse engineering 
behaviour, match orientation 
distribution measured in photographs. 

is L stimulus CW or CCW compared to H?


