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This week’s lectures

• Working memory models as example of dynamical models and 
attractor dynamics in biological neural networks; 
• Application to Computational Psychiatry - Schizophrenia. 

• Reading: Chapter 3 of Computational Psychiatry Primer.  
 
 
1) What is schizophrenia? 
2) What is working memory? 
3) Attractor Paradigm for working memory/ delayed activity 
- Hopfield Net 
- Back to the Ring Model 
4) Application to schizophrenia



1) What is Schizophrenia ?

❖ Major neuropsychiatric disorder 
❖ 1% lifetime risk 
❖ can start as sudden psychotic episode 
usually in early adulthood or gradual 
withdrawal and decline. 

1. Positive symptoms: (appearance of 
abnormal experiences - psychosis) 
• Threatening voices 
• Thought Echoing 
• Visual Hallucination 
• Delusions 

https://www.youtube.com/watch?v=KYHVbLLO2bU 

https://www.youtube.com/watch?v=KYHVbLLO2bU


2. Disorganisation: 
• Pressure of thought  
“ in my mind there ran like and endless 
clockwork a compulsive torturing 
uninterrupted chain of ideas” 

• Incongruent behaviour 
“ I really would like to slap your face, 
people like you are usually called 
SOBs” 

• disturbed sense of self (“mirror sign”) 

1) What is Schizophrenia ?



3. Negative Symptoms: 
(deficits in normal experience) 
• Poverty of thought / perseverance  
• Loss of Initiative 
• anhedonia: loss of pleasure 
• social withdrawal 

• Cognitive deficits 
Difficulty in maintaining context, in learning associations. 
working memory deficits  

1) What is Schizophrenia ?



1) What is Schizophrenia ?



• Cause is unknown :  Combination of genetic and environmental factors 
• No cure. Medication alleviate the (+) symptoms somewhat. 

• Disconnection hypothesis 
• Dopamine hypothesis: misfiring of dopaminergic neurons. 
Antipsychotic drugs work on the dopamine system.  
Amphetamines (DA agonist) can mimic some aspect of the disorder. 
• NMDA hypothesis: Impairments in NMDA transmission.  
Ketamine (NMDA receptor antagonist) mimic aspects of the disorder. 

• Positive symptoms are most fascinating but negative/ cognitive 
symptoms create most suffering and disability. 
• 10% suicide rate.  
 

1) What is Schizophrenia ?



8

RDOC framework in Psychiatry

• Building upon ongoing advances in the behavioural and neurobiological 
sciences

•"RDoC is an attempt to create a new kind of taxonomy for mental disorders 
by bringing the power of modern research approaches in genetics, 
neuroscience, and behavioral science to the problem of mental illness.” 
[Elevag et al 2016]

•From a categorical to a dimensional approach. 



Linking Neurobiology and Psychiatry

• Working memory as a possible endophenotype?  

endophenotype

n. a type of biological marker that is simpler to detect than genetic 
sequences and that may be useful in researching vulnerability to a wide range 
of psychological and neurological disorders. Endophenotypes may be a useful 
link between genetic sequences and their external emotional, cognitive, or 
behavioral manifestations. [coined in the 1970s by U.S. behavioral geneticist 
and clinical psychologist Irving I. Gottesman (1930–  ) and British 
psychiatrist James Shields (d. 1978)]

https://dictionary.apa.org/endophenotype
https://dictionary.apa.org/biological-marker


2) What is working memory ? (a.k.a. short-term memory)

•  The ability to hold information over a time scale of seconds to minutes
•  a critical component of all cognitive functions (language, thoughts, planning 
etc..)

Delayed match-to sample task:
remember ‘red’

http://www.youtube.com/watch?v=M1Tui0Gbvq4&feature=related

http://news.bbc.co.uk/1/hi/health/4101431.stm

•  central to many learning disabilities and impaired 
in many mental disorders

http://www.youtube.com/watch?v=M1Tui0Gbvq4&feature=related
http://news.bbc.co.uk/1/hi/health/4101431.stm
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https://www.ted.com/talks/
peter_doolittle_how_your_working_memory_makes_sense_of_the_world 

Test yours!

2:21-3:49

2) What is working memory ?

https://www.ted.com/talks/peter_doolittle_how_your_working_memory_makes_sense_of_the_world
https://www.ted.com/talks/peter_doolittle_how_your_working_memory_makes_sense_of_the_world


Sustained activity in PFC (1)

• Lesion and inactivation studies demonstrate crucial role of Prefrontal Cortex  
(PFC) in working memory, in particular dorsolateral PFC (PFdl).
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554 THE NEUROSCIENTIST Neural Circuit Basis for Spatial Working Memory

led to new insights, as well as open questions for future
investigations.

Neural Correlates of Spatial Working Memory

Electrophysiological studies in the monkey prefrontal
cortex (Fig. 2) first revealed that a population of pre-
frontal neurons continues to discharge in a persistent
fashion, even after sensory stimuli are no longer present
(Fuster and Alexander 1971; Kubota and Niki 1971;
Funahashi and others 1989). The part of the visual space
where stimulus appearance can produce sustained acti-
vation has been termed the neuron’s memory field, in
analogy to the receptive field of neurons responding to
sensory stimulation. Different prefrontal neurons exhib-
it different memory fields, and the overall activity of the
population can encode the location of a remembered
stimulus.

To elucidate the neural mechanisms of spatial work-
ing memory, it is desirable to dissect neural activity
related to the mnemonic content per se, dissociated from
the other aspects of a behavioral task. One of the most
often-used, as well as simplest, behavioral paradigms for
evaluating persistent activity is the oculomotor delayed-
response task (Fig. 2). In this task, monkeys are required
to fixate a central point on a screen, to remember where
a brief visual cue appeared, and after a delay period of a
few seconds, to indicate the remembered location of the
cue by shifting their eyes to it. Neuronal activity persist-
ing after the disappearance of the visual cue in such a
task may, in principle, mediate the memory of the cue

location but may also be related solely to the preparation
of the motor response. Indeed, one of the disadvantages
of the visuospatial model is that spatial information in
the brain is inexorably linked with motor circuits for the
guidance of eye and limb movements to visual targets. It
is a challenge, therefore, to dissociate experimentally
observed neuronal activity related to visual spatial mem-
ory with that related to the preparation of motor com-
mands. A number of experiments have sought to distin-
guish between the two alternatives by dissociating the
location of a remembered stimulus with the direction of
a motor response. Monkeys have been trained to perform
an antisaccade task requiring an eye movement away
from a remembered stimulus (Funahashi, Chafee, and
others 1993), a conditional response task involving a
movement in a direction other than the stimulus location
(Niki and Watanabe 1976; Takeda and Funahashi 2002),
or a spatial match to sample task, demanding a lever
release when a stimulus appears at a previously cued
location (Sawaguchi and Yamane 1999). In all cases, dis-
charge of the majority of dorsolateral prefrontal neurons
was found to encode the location of the remembered
stimulus, although a minority of neurons did represent
the actual motor response. A signal-detection theory
analysis of prefrontal cortical activity revealed that the
latter reflects sensory attributes of a remembered stimu-
lus even when the particular stimulus is not guiding a
motor action (Constantinidis and others 2001b).

Although visual stimuli have been most extensively
used in neurophysiological investigation, spatially local-
ized mnemonic neuronal activity is not restricted to
vision. Prefrontal cortical neurons exhibit sustained dis-
charges in auditory memory tasks, spatially tuned to the
location of the sound source (Azuma and Suzuki 1984;
Vaadia and others 1986; Bodner and others 1996). A par-
ticular prefrontal cortical subdivision appears to receive
specialized inputs of spatial auditory information
(Romanski and others 1999). Beyond the prefrontal cor-
tex, neurons in lateral intraparietal area (LIP) of the pos-
terior parietal cortex have been shown to be active dur-
ing tasks requiring orienting to a remembered auditory
target (Mazzoni and others 1996) but only if they have
been trained to perform an eye-orienting task to audito-
ry stimuli (Grunewald and others 1999).

Working Memory in a Distributed Network

Although first described in the prefrontal cortex, neu-
rons active during spatial working memory have been
reported in other cortical areas. The dorsolateral pre-
frontal cortex (areas 46 and 8) receives input from the
posterior parietal cortex, an area of the dorsal visual
stream, which is involved with the processing of visuo-
spatial information. Posterior parietal neurons in areas
LIP and 7a (Fig. 3) are tuned to the spatial location of
stimuli, and they too discharge in a sustained fashion
when animals are trained to remember the spatial loca-
tion of a stimulus (Andersen and others 1987; Gnadt and
Andersen 1988; Quintana and Fuster 1992;
Constantinidis and Steinmetz 1996). A study comparing

Fig. 1. Successive frames illustrate the sequence of events in
the oculomotor delayed-response task. Trials begin with the
appearance of a fixation point at the center of the screen, which
the monkey is required to foveate throughout the trial. A spatial
cue is subsequently presented, typically at one of eight loca-
tions (left). After a delay period of a few seconds, the fixation
point is turned off and the monkey is required to indicate the
location of the cue by moving his eyes accordingly on the
screen.

Oculo-motor delayed response task:
remember location of cue.

Sustained activity in PFC (2)



Sustained activity in PFC (2)

334 FUNAHASHI, BRUCE, AND GOLDMAN-RAKIC 

during the delay period was calculated for each trial, and then 
overall mean discharge rates and standard deviations for each cue 
location were computed. We tested for significant delay period 
activity by comparing the mean discharge rate during the delay 
period for all trials having a given cue direction versus the mean 
discharge rate during the intertrial interval over all trials, using a 
two-tailed unpaired Student’s t statistic and an alpha level of 0.05. 
Differences in delay period activity across different cue locations 
were evaluated using an analysis of variance (ANOVA). 
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Histological analysis 

After 2-8 mo of nearly daily recording sessions the monkeys 
were killed with an overdose of pentobarbital sodium and per- 
fused with saline followed by buffered Formalin. The brains were 
photographed. Frozen coronal sections were taken and stained 
with thionin. 

Individual recording sites that had been marked with electro- 
lytic lesions (20 PA, lo- 15 s, tip negative) were identified. How- 
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FIG. 3. Directional delay period activity of a principal sulcus neuron during the oculomotor delayed-response task. This 

neuron (52 1 1, left hemisphere) had strongly directional delay period activity (fi’ = 48.35; df = 7, 68; P < 0.00 l), responding 

only when the cue had been presented at the bottom (270”) location. It was suppressed during the delay when the cue was 

presented in the upper visual field, and in all 3 cases delay period activity was significantly below the IT1 rate (45”, l = 2.350, 

df = 84, P < 0.025; 90”, t = 3.45 1, df = 85, P < 0.001; 135”, t = 2.607, df = 84, I-’ < 0.025). Visual cues were randomly 
presented at 1 of the 8 locations indicated in the center diagram. All cue eccentricities were 13” and all delay periods were 3 s. Funahashi et al, 1989

cue
delay

Patricia Goldman-Rakic 
1937-2003



Sustained activity in inferotemporal Cx (IT)

456 TINS Vol. 20, No. 10, 1997

the activated memory need be conscious. Fragments
of a network may be subconsciously activated and still
lead to the associative activation of other network
components (priming).

In the reactivation of a cortical network, as in its
generation, the hippocampus appears to play a crucial
role. Patients with hippocampal lesions have trouble
not only forming new memories but retrieving old
ones. Hence they exhibit retrograde as well as antero-
grade amnesia43,44. Well-learned habits, however,
remain retrievable. In any event, since new memory
networks are the expansion of old ones, and the latter
are reactivated as new memory is formed, the neural
processes of memory formation and retrieval, and the
roles of the hippocampus in them, are closely related
if not identical.

Activated cortical networks can be studied best by
electrical methods and neuroimaging. Field-potential
research reveals their widespread dimensions and the
role of electrical coherence in their activation45. Internal
network dynamics can be studied by recording the dis-
charge of cortical cells in behaving monkeys. By this
means the cells of a network can be seen activated in

the recognition and temporary retention of the mem-
ory that the network represents. Such is the case in
performance of delay tasks, where memories must be
retained for the bridging of time gaps in behavior. A
delay task is composed of consecutive trials, each
essentially consisting of: (1) a sensory cue; (2) a delay
during which the subject must retain that cue; and (3) a
motor response that is appropriate to the cue and pro-
vides evidence of its successful mnemonic retention.

In the trained animal, the cue (memorandum) at
the beginning of each trial activates an extensive net-
work comprising all the neuronal representations of
perception and action associated with that cue. Both
perceptual and motor (procedural) memory are acti-
vated. Thus, predictably, the cue excites cells in the
posterior cortex involved in the processing of the cue
and, in addition, frontal areas involved in the pro-
cessing of the motor response associated with it. For
example, if the cue is visual, cells will be activated in
the inferotemporal cortex and also in certain areas of
the prefrontal cortex. Because the monkey has to
retain the cue through a period of delay for subse-
quent correct response, the network representing the
cue has to stay activated during that period. Thus,
inferotemporal memory cells (Fig. 4) will show acti-
vation throughout that period46,47.

In addition, because the cue is a signal for prospec-
tive action, it activates a prefrontal network represent-
ing that action and preparing the motor apparatus for
it21. Hence the sustained activation of prefrontal cells
during the delay of all memory tasks, regardless of the
sensory modality of the cue, though with some areal
specificity depending on that modality and on the
nature of the motor response. In humans, prefrontal
areas are activated while the memorandum is being
retained for prospective action48,49. Many neuro-
psychological studies emphasize the spatial aspects of
prefrontal working memory. In our experience with
neuroimaging50, prefrontal activation occurs in the
human even if the sensory information retained in
short-term memory is nonspatially defined (Fig. 5).
Prefrontal activation reflects the activation of motor
memory and, by functional linkage with the posterior
cortex, the persistent activation of perceptual memory
as needed for prospective action. 

Thus, working memory is the temporary, ad hoc,
activation of an extensive network of short- or long-
term perceptual and motor memory. The perceptual
component of that network would be, as any other
perceptual memory, retrievable and expandable by a
new stimulus or experience. Working memory pre-
sumably has the same cortical substrate as the kind of
short-term memory traditionally considered the gate-
way to long-term memory. Both fall under the cat-
egory of active memory, which differs from passive
long-term memory in the state of the network, not in
its cortical distribution. A corollary idea is that the cor-
tical dynamics of evoking episodic memory is identi-
cal to that of evoking a familiar stimulus, such as the
cue in a delay task. Although that cue is represented in
the posterior cortex, the prefrontal cortex is essential
for its retention towards prospective action. That is
the reason why this cortex is so important for the
sequencing of behavior, thinking and speech. All
three require working memory.

Before considering briefly the mechanisms of work-
ing memory, we must re-emphasize its link to long-term

J. Fuster – Network memoryRE V I E W

Fig. 4. Activity of a cell in the inferotemporal cortex of a monkey in a visual memory task.
(A) Trial begins with presentation of a sample color, which the animal must retain through the
subsequent delay (memory period) for proper match and choice of color at the end of the trial
(sample color and its position at the time of match are changed at random). (B) Cell-firing
records from red- and green-sample trials are separated by color in the middle third of the fig-
ure (in this figure, blue substitutes for green for the benefit of deuteranopes). (C) Average fre-
quency histograms. Note the elevated discharge of the cell during the memory period (16 s
between sample and match) in red-sample trials; note also that, after the second appearance
of red (for match), and in the absence of need to memorize the color, the activity of the cell
drops to pre-trial baseline level. Modified from Ref. 46.

Fuster and Jervey 
1982



Working memory vs Long-term memory and Linking 
propositions

• Long-term memory : molecular or structural changes - 

connectivity between neurons.

• Short-term/ working memory: Dynamic process that has not 

yielded to molecular characterisation: 

“Sustained” a.k.a. “Delay” or “Persistent” Activity.

WM Delay activity “Linking proposition”



Towards a theory of Working Memory/ Sustained Activity

• A theory of working memory should answer: 
 
- How it is initiated?  
- Why does it persist ?  
- What makes it specific?  
- How does it end?  
 
- Reason for capacity limit?   
- Relationship with attention, long-term memory?  

• Mechanism : reverberations through connections (which?), or 
cellular?
• Lots of experimental  and theoretical work to answer these 
questions



withdrawn. The firing rate is eventually stabilized by
negative feedback (Fig. 2c). As a result, a stable
attractor of persistent activity with an elevated firing
rate is realized, that coexists with the stable
spontaneous state (Fig. 2c). Biophysical mechanisms
that control the firing rates in a working memory
network remain to be identified. Among possible
contributors are outward ion currents in the cell,
feedback inhibition, short-term synaptic depression,
and saturation of the synaptic drive at high
frequencies24.

These simulations of biologically based models
clearly show that quantitative differences in
intrinsic connections between cortical networks 
(e.g. association areas versus primary sensory areas)
can lead to qualitatively different behaviors (with 
or without persistent activity). A prediction 
from attractor models is that persistent activity
depends on the strength of recurrent excitation 
in an abrupt manner, so that mnemonic activity
could disappear suddenly when excitatory synaptic
transmission is gradually reduced by
pharmacological means.

Spatial working memory and bump attractors
Another major issue concerns the circuit architecture
that gives rise to stimulus selectivity of persistent
neural activity. Structured excitatory connectivity
could arise from a columnar organization7,28 or
through Hebbian long-term plasticity21. For spatial
working memory, such as in the delayed oculomotor
experiment of Funahashi et al.29 (Box 1), the network
encodes a cue location and stores its memory in the
form of a ‘bump attractor’, which is a spatially
localized persistent activity pattern. Such ‘bump
attractors’naturally arise from a network
connectivity where the strength of synaptic coupling
between two pyramidal neurons decreases with the
difference in their preferred cues14,18,30–34. Figure 3a
illustrates a bump attractor network model of spiking
neurons for spatial working memory25. In the model,
the persistent bump state is sustained by recurrent
synaptic excitation within a local group of pyramidal
cells. The spatial tuning is sculptured by synaptic
inhibition from interneurons, in agreement with
physiological data35. Stable bump attractors typically
require that lateral inhibition is spatially more
widespread than excitation, with interneurons
showing a broader tuning curve compared with
pyramidal cells (Fig. 3b) and/or projecting widely to
their targets.

In a spatial working memory model, a localized
persistent activity pattern tends to drift randomly as
a diffusion process during the delay period14,25. This is
because there is a continuous family of ‘bump
attractors’ (each encoding a potential location), and
noise induces drifts between them. Interestingly,
psychophysical studies have shown that the accuracy
of the memory-guided saccade decreases with the
delay duration in a way similar to diffusion36,37. It
would be interesting to see whether random drifts do
occur in PFC neurons during working memory, and
whether they correlate with quantitative errors in the
memory-guided saccades, and thus short-term
memory decay in behaving animals.

Bump attractors are of general interest to diverse
neural systems (Box 1). Interestingly, persistent
activity in head-direction cells is crucially dependent
on subcortical structures, where excitatory collaterals
seem to be scarce38. The circuit mechanisms
underlying persistent activity of head-direction cells
remain to be elucidated in future experiments and
model studies33,39.

Parametric working memory and line attractors
Persistent activity with monotonic stimulus tuning
(Box 1) requires a different type of network
architecture, which is still not understood. At a
phenomenological level, there is certain similarity
between prefrontal delay activity with monotonic
tuning40 and ‘neural integrators’ that store the short-
term memory of eye position. During eye fixation,
oculomotor neurons display persistent activity, with
the firing rate varying in proportion to the current eye

TRENDS in Neurosciences Vol.24 No.8  August 2001

http://tins.trends.com
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Fig. 1. Various scenarios for the anatomical substrate of excitatory reverberation in the cortex. (a) A
closed thalamo–cortical loop and/or cortico–striato–thalamic–cortical circuit. In the latter case, cortical
excitation of the caudate nucleus leads to an inhibition of the output from the cells of the basal ganglia
and thus a disinhibition of thalamic neurons, which in turn send increased excitation back to the
cortex. Abbreviations: GPi, internal segment of the globus pallidus; SNr, substantia nigra pars
reticulata. (b) Reciprocal interactions between two cortical areas, prefrontal and posterior cortices
(respectively prefrontal and inferotemporal cortices) for spatial (resp. object) visual memory.
(c) Excitatory recurrent collaterals within a local circuit. (d) Intrinsic regenerative dynamics of single
neurons. Positive feedback between membrane depolarization/spike discharges and active inward
currents (voltage-gated ICa/Ca2+-gated ICan) can produce persistent activity that outlasts a transient
input current pulse (J. Tegnér and X-J. Wang, unpublished).

Delay activity could be due to reverberations through… 



3) Attractor Paradigm for Persistent Activity

• Since1970s it is proposed that delay activity patterns 

can be theoretically described by dynamical attractors’ in 

recurrent neural networks. 

• Hopfield networks (John Hopfield (1982))
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https://pni.princeton.edu/people/john-j-hopfield/videos 

https://pni.princeton.edu/people/john-j-hopfield/videos


Hoffmans’ model of Schizophrenia (1989): the pruning hypothesis

❖  Synapses progressively reduce 

throughout childhood and 

adolescence. 

❖ Schizophrenia: pruning process 

gone too far.

VOL. 15, NO. 3, 1989 Cortical Pruning and
the Development of
Schizophrenia: A
Computer Model

477

by Ralph E. Hoffman and
Steven K. Dobscha

Abstract

Schizophrenic patients tend to
demonstrate reduced cerebral
metabolism in frontal areas. Stud-
ies of human brain development
reveal that synapses in the cerebral
cortex are progressively reduced
throughout childhood and adoles-
cence, with parallel reductions in
cerebral metabolism. This relation-
ship is not surprising, since
synaptic density is a primary factor
determining regional metabolic
requirements. The elimination of
synapses in prefrontal cortex con-
tinues for a particularly long
period of time, extending well into
adolescence. Thus, reduced frontal
metabolism in schizophrenic
patients could be due to a develop-
mental process—namely, elimi-
nation of synapses—gone too far.
Animal studies indicate that
developmentally induced reduc-
tions in synaptic density are due to
the pruning of axonal collaterals
rather than the death of neurons,
which raises a critical question:
Does excessive axonal pruning
have specific pathological effects
on cortical information processing?
To answer this question, computer
simulations of neural information
processing systems were subjected
to axonal pruning which reduced
synaptic density. If pruning was
conducted overzealously, cognitive
pathology was induced that could,
in humans, lead to the conscious
experience of hallucinations, delu-
sions, and Schneiderian symptoms.

Relating the signs and symptoms of
schizophrenia to underlying brain
processes remains a major research
challenge. These efforts must link
two distinct categories of events—
the former belonging to the realm
of mental phenomena, and the lat-

ter being physical phenomena.
Computer simulations of neural
network interactions are now offer-
ing clues about how biologically
characterized events can accomplish
cognitive tasks. Variants of these
models may reveal how disordered
neural processes can yield particular
kinds of disordered cognition. This
report critically examines a number
of biological studies of schizo-
phrenic patients in the context of
recently emerging knowledge of
human brain development. A par-
ticular neuroanatomical disturbance
is hypothesized on the basis of this
review. A computer simulation of
this neuroanatomical disturbance is
then presented to characterize the
resultant psychopathology.

Reduced Cerebral Metabolism
in Schizophrenia

Studies of schizophrenic subjects
using positron emission tomogra-
phy and cerebral blood flow
measurements often suggest dimin-
ished metabolism in frontal areas
(Ingvar and Franzen 1974;
Buchsbaum et al. 1982, 1984; Ariel
et al. 1983; Farkas et al. 1984; DeLisi
et al. 1985; Wolkin et al. 1985, 1988;
Chabrol et al. 1986; Weinberger et
al. 1986). Other reports did not con-
firm so-called "hypofrontality" in
these patients (Mathew et al. 1982;
Gur et al. 1985, 1987; Jernigan et al.
1985; Kling et al. 1986). As pointed
out by Buchsbaum and Haier
(1987), three of these negative stud-
ies (Mathew et al. 1982; Jernigan et
al. 1985; Kling et al. 1986) still dem-
onstrated trends in the direction of
hypofrontality even though statisti-

Reprint requests should be sent to Dr.
R.E. Hoffman, Yale Psychiatric Institute,
Box 12A Yale Station, New Haven, CT
06520.



Hoffmans’ model of Schizophrenia (1989): the pruning hypothesis

❖ Study of pruning in Hopfield nets 
leads to : 
merging of attractors (thought 
disorder?),  
spurious attractors (hallucinations?)..  
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Abstract

Schizophrenic patients tend to
demonstrate reduced cerebral
metabolism in frontal areas. Stud-
ies of human brain development
reveal that synapses in the cerebral
cortex are progressively reduced
throughout childhood and adoles-
cence, with parallel reductions in
cerebral metabolism. This relation-
ship is not surprising, since
synaptic density is a primary factor
determining regional metabolic
requirements. The elimination of
synapses in prefrontal cortex con-
tinues for a particularly long
period of time, extending well into
adolescence. Thus, reduced frontal
metabolism in schizophrenic
patients could be due to a develop-
mental process—namely, elimi-
nation of synapses—gone too far.
Animal studies indicate that
developmentally induced reduc-
tions in synaptic density are due to
the pruning of axonal collaterals
rather than the death of neurons,
which raises a critical question:
Does excessive axonal pruning
have specific pathological effects
on cortical information processing?
To answer this question, computer
simulations of neural information
processing systems were subjected
to axonal pruning which reduced
synaptic density. If pruning was
conducted overzealously, cognitive
pathology was induced that could,
in humans, lead to the conscious
experience of hallucinations, delu-
sions, and Schneiderian symptoms.

Relating the signs and symptoms of
schizophrenia to underlying brain
processes remains a major research
challenge. These efforts must link
two distinct categories of events—
the former belonging to the realm
of mental phenomena, and the lat-

ter being physical phenomena.
Computer simulations of neural
network interactions are now offer-
ing clues about how biologically
characterized events can accomplish
cognitive tasks. Variants of these
models may reveal how disordered
neural processes can yield particular
kinds of disordered cognition. This
report critically examines a number
of biological studies of schizo-
phrenic patients in the context of
recently emerging knowledge of
human brain development. A par-
ticular neuroanatomical disturbance
is hypothesized on the basis of this
review. A computer simulation of
this neuroanatomical disturbance is
then presented to characterize the
resultant psychopathology.

Reduced Cerebral Metabolism
in Schizophrenia

Studies of schizophrenic subjects
using positron emission tomogra-
phy and cerebral blood flow
measurements often suggest dimin-
ished metabolism in frontal areas
(Ingvar and Franzen 1974;
Buchsbaum et al. 1982, 1984; Ariel
et al. 1983; Farkas et al. 1984; DeLisi
et al. 1985; Wolkin et al. 1985, 1988;
Chabrol et al. 1986; Weinberger et
al. 1986). Other reports did not con-
firm so-called "hypofrontality" in
these patients (Mathew et al. 1982;
Gur et al. 1985, 1987; Jernigan et al.
1985; Kling et al. 1986). As pointed
out by Buchsbaum and Haier
(1987), three of these negative stud-
ies (Mathew et al. 1982; Jernigan et
al. 1985; Kling et al. 1986) still dem-
onstrated trends in the direction of
hypofrontality even though statisti-
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❖  Synapses progressively reduce 

throughout childhood and 

adolescence. 

❖ Schizophrenia: pruning process 

gone too far.



Intermediate Summary

• Schizophrenia is a very serious illness characterised by “positive” 
(hallucinations, delusions) and negative symptoms. 
• One neurobiological correlate of the illness is impairment in working 
memory.  

•  Short-term/ working memory: Dynamic process - “Sustained” a.k.a. 
“Delay” or “Persistent” Activity.  

• Attractor Networks as (main) model of working memory / sustained activity 

• Hopfield Network as example of a point attractor model (Lab 2). 

• Next time: How do we go from here to providing biologically plausible 
spiking models, comparable to recordings in Prefrontal cortex?


