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Reinforcement learning (RL):

- an area of machine learning inspired by behaviorist
psychology, concerned with how software agents ought to
take actions in an environment so as to maximize some
notion of cumulative reward.

- thought to be a, good model of how learning is occurring in
the brain.
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Maximizing Reward as a guide to decision-making

» Key to decision making at all levels
e Reinforcement learning : maximize reward and minimize punishments;
Sutton 1978; Sutton & Barto, 1990, 1998.
e WWhy is this hard? (1) rewards/ punishment may be delayed; (2) outcome
may depend on series of actions (credit assignment problem)
* Needs learning of predictions of events and actions
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Animals learn predictions -- Pavlovian conditioning

Ivan Pavlov
(Nobel prize portrait)

1849-1936

e Animals learn predictions

e Classical (aka “Pavlovian”) conditioning: pairing of a conditioned stimulus
(bell, CS) with a unconditioned stimulus (food, US)

e conditioned suppression, freezing to tone paired with punishment

http://www.youtube.com/watch?v=Z1Zekx1P194

e autoshaping, bird pecking on light that has been paired with food

http://www.youtube.com/watch?v=cacwAvgg8EA

Behaviorism: John Watson (1913) proposed that the process of classical conditioning

(based on Pavlov’'s observations) was able to explain all aspects of human psychology.


http://www.youtube.com/watch?v=ZlZekx1P1g4
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Rescorla & Wagner Model of Classical Conditioning (1972)

In 1972, Rescorla & Wagner proposed mathematical
model to explain amount of learning that occurs on each
trial of Pavlovian learning, when a signal (conditioned
stimulus: CS) is paired with a subsequent stimulus
(unconditioned stimulus: US).

Describes development of associative strength V
between objects or events and reward or punishment,
recognising that:

1. Learning will occur if what happens on the trial does
not match the expectation of the organism (surprise !),

2. The expectation on any given trial is based on the
predictive value of all of the stimuli present.



Rescorla & Wagner model of classical conditioning (1972)

e Change in value of associative strength V(CS) is proportional to the difference
between actual outcome Ay -and predicted outcome Zvold(CS,-)

e The idea: error-driven learning: Learning occurs only when events violate
expectations.

actual reward prediction
| |

v v

Aus — Zvold(CSi)

Vnew (CSI) — Vold (CSZ) ‘|‘Tl

learning rate reward prediction error

e Most influential model of animal learning, explains puzzling behavioural
phenomena such as blocking, overshadowing and conditioned inhibition.



How do we know that animals use an error-correcting rule ?

e (Kamin) Blocking: Adding a second stimulus
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How do we know that animals use an error-correcting rule ?

e (Kamin) Blocking: Why does the light not make the animal
salivate?
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e Interpretation: the bell fully predicts the food and the presence of the
light adds no new predictive information -- therefore no association
develops to the light.



Limitations of the Rescorla & Wagner Model

e Does not extend to 2d order conditioning, i.e. A->B->reward,;
where A gains reward predictive value

e Basic unit of learning = conditioning trial as discrete temporal object
This fails to account for the temporal relations between CS and US stimuli
within a trial

— Temporal Difference (TD) learning, first described by Sutton (1988)

- a means to overcome these limitations
- extension of Rescorla-Wagner to take into account timing of events.

Richard Sutton




Temporal Difference (TD) learning (1)

P(St+1|St)

St » Sti1 > Sti2
It Mte+1 Mt+2
V(St)

e Consider a succession of states S, following each other with P(St+1|St)
e Rewards observed in each state with probability P(rS:)
(This is a Markov Decision Process)

e Useful quantity to predict is the expected sum of all future rewards, given
current state S, = value of state S, V(S

V(S;)=E [”H‘Y”ZH +Y2rt+2+---‘St] =FE

where E denotes expected value (or mean) and gamma the discount factor



Temporal Difference (TD) learning (1)

V(S;)=E [”z ‘|‘V”t+1‘|‘72’”t+2‘|‘---‘5t} =E

e Discount factor introduced to make sure that the sum is finite, but also
humans and animals prefer earlier rewards to later ones

e Incorporating probabilities P(St+1|St) and P(r|St), we get recursive form

V(St) = E[rt‘St]+YE[rt+1‘S[]+Y2E[rt+2|S[]‘|‘...:
= E[n|S]+v), P(Se1lS:) (E [r141] Se1] +VE [rr42| Sea] +-..) =

St+1

= P(r|S;) —l—’YZ P(Si41[S)V(Si+1)

« Goal of TD learning = learn the values V(S).



Temporal Difference (TD) learning (2)

e \When estimated values are incorrect, there is a discrepancy between 2 sides of
equation: prediction error:

& = P(r|S:) +v ) P(Ses1IS)V (Si41) =V (Sh).
S

e prediction error is a natural signal for improving estimates V(S:), giving:

V(St)new — V(St)old +M- Sta

e = Optimal learning rule, basis of “dynamic programming”.

e One problem: assumes knowledge of P(S:+1|St) and P(r|S:) which is
unreasonable in basic learning situations.

e Model-free Approximation which can be formally justified (sampling):

St =TIy +YV(St+1) — V(St)

~ current reward+next prediction - current prediction



Temporal Difference (TD) learning (3)

* Resulting learning rule:

Vnew (St) — Vold (St) + n (7‘; + YV$St+1 lgst

*

current reward+next prediction - current prediction

e This is TD(0) learning rule as proposed by Sutton & Barton (1990).

 reduces to Rescorla-Wagner model if only one step i.e. V(St+1)=0.

Vnew(St) :Vold(St)+n(rt _V(St))
T




TD iIn practice
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e.g. z= random walk, at each state

Input: the policy 7 to be evaluated [ 90 left or right with 50% chance

Initialize V' (s) arbitrarily (e.g.., V(s) = 0.Vs € 8%)
Repeat (for each episode):
Initialize S
Repeat (for each step of episode):
A + action given by 7 for S
Take action A: observe reward. R. and next state, S
V(S) « V(S) + a[R+~V(S") — V(9)]
S« 5
until S is terminal

Figure 6.1: Tabular TD(0) for estimating v,.
Sutton & Barton (1990).



Instrumental conditioning: adding control

* Animals not only learn associations between stimuli and reward
but also between actions and reward

* Learning to select actions that will increase the probability of
rewarding events and decrease the probability of aversive events.

* Rat lever pressing in boxes -- operant conditioning (Skinner)
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Actor/Critic Methods

¢ How can such action selection be learned?

e Barto (1983): credit assignment problem can be solved by
a learning system comprised of 2 neurons-like elements:

- the critic, uses TD learning to construct values of states
- the actor, learn to select actions at each state using

prediction error.

|dea: if positive prediction error is encountered, current
action should be repeated. S
Learning of policies

a
‘

n(S,a) = p(als)

(S, a)new = T(S, @) o1a +NrO;




Q-learning

e Watkins (1989)
* Alternative: explicitly learn the predictive value (future expected rewards) of

taking an action at each state = learn the value of state-action pairs Q(S,a)
e Learning rule:

Q,(Staat)new — Q,(Staat)old ‘|‘n8t

e Q prediction error:

O =1y ‘|'m§1X'YQ(St+1aa) —Q(Sr,a)
T

~ current reward+ prediction of next best action- current prediction

e SARSA algorithm a slightly different version



Machine learning applications ﬂ
of Q learning (deep Q learning) @os T
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Human-level control through deep reinforcement
learning

Volodymyr Mnfh'*, Koruy Kevukcuoglu *, Devid Slver's, Andrel A, Rusu', Joal Veness', Marc G, Bellemare , Akex Graves', )
Moartn Risdmiler, Andreas 4 'irl)r'l:|m', Ciorg lxlm\xk", Hhg l\"lrfl"{ml, (hardes Beattie . Amir ‘.:\rh\", loomnis Artenozlon,

Helan King', Dhershan Kumnaren', Duan Wierstra', Shune Lezg' & Dernis Fassabls'

e TLINZRS wilurn1d?35

https://www.youtube.com/watch?v=V1eYniJORnk

A recent application of Q-learning to deep learning, by Google DeepMind has
been successful at playing some Atari 2600 games at expert human levels.

19

https://medium.freecodecamp.org/an-introduction-to-deep-qg-learning-lets-play-doom-54d02d8017d8



https://www.youtube.com/watch?v=V1eYniJ0Rnk
https://medium.freecodecamp.org/an-introduction-to-deep-q-learning-lets-play-doom-54d02d8017d8

Does the brain do anything like that ?

* “the largest success of computational neuroscience”,
dopamine and prediction error



What is Dopamine ?

Prefrontal Cortex

Dorsal Striatum (Caudate, Putamen)

‘\\\
' ‘Substantia Nigra

Ventral Tegmental Area

HO NH

HO

e A neurotransmitter

* Dopaminergic neurons in
Ventral Tegmental Area (VTA)
and Substantia Nigra (SN), both
In the midbrain

e Parkinson’s Disease : motor
control/ initiation

e Addiction, gambling, natural
rewards

e also involved in : working
memory, novel situations,
ADHD, schizophrenia, Tourette.



Former idea: Dopamine signals Reward (Wise, ‘80s)

e |nitial idea: dopamine represent reward signals

http://www.youtube.com/watch?

* brain self stimulation by rats |7 parvievo

e antipsychotic drugs (dopamine antagonists) cause anhedonia

e ‘wanting’ more than ‘liking’

e dopamine important for reward mediated conditioning
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http://www.youtube.com/watch?v=7HbAFYiejvo
http://www.youtube.com/watch?v=7HbAFYiejvo

New idea: Phasic Dopamine signals Prediction Error

A Neural Substrate of
Prediction and Reward

Wolfram Schultz, Peter Dayan, P. Read Montague*

e Schultz et al 90s

The capacity to predict future events permits a creature to detect, model, and manipulate
the causal structure of its interactions with its environment. Behavioral experiments

[ M O n keys u n d e rwe nt S I m p I e suggest that learning is driven by changes in the expectations about future salient events

such as rewards and punishments. Physiological work has recently complemented these
studies by identifying dopaminergic neurons in the primate whose fluctuating output

H H 1 1 apparently signals changes or errors in the predictions of future salient and rewarding
I n Stru m e n ta I O r paVI OVI a n CO n d Itl O n I n g events. Taken together, these findings can be understood through quantitative theories

of adaptive optimizing control.

e Disappearance of dopaminergic
response at reward delivery after
learning

e |f reward is not presented, response
depression below basal firing at
expected time of reward.

DopamineResponse
= RewardOccurred — RewardPredicted

= prediction error

S Schultz, Dayan, Montague, 1937
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https://speakingofresearch.com/2017/03/06/winners-of-2017-
brain-prize-announced-peter-dayan-ray-dolan-and-wolfram-
schultz/ 24
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Dopamine and Prediction

* The idea: dopamine encodes prediction
error (Montague, Dayan, Barto, 1996)
Teaching signal, crucial for learning

e Provided normative basis for
understanding not only when dopamine
neurons fire when they do, but also why,
and what the function of these firing might
be.

e Evidence for dopamine-dependent, or
dopamine-gated plasticity in synapses
between cortex and striatum.

striatal
neuron

I

cortical
B afferents
S

dopamine
afferent



Testing that dopamine signals prediction error

e |s the size of response at onset of CS proportional to reward

size?

e Recording of midbrain dopaminergic neurons in 2 macaque
monkeys, different visual stimuli predict different amount of juice
reward (Tobler et al, Science 2005).

Adaptive Coding of Reward Value

by Dopamine Neurons
Philippe N. Toblar, Christopher D. Rerillo,”™ Wolfram Schultxt

It Is mportant for animals o estimate the value of rewards as accurately as
possible, Because the number of potertinl reans walloes i very lrge, It is
nwcscccary that the Benin® Limitnd rescurces be allotubed wo s o discriminats
better among more likely rewad cutcomes & the exgense of less Lkady
outcomes. We found that midbrain dopamine neurons rapidly adapted 1o the
information provided by reward-predicting stimull. Reszorses shifted relative
Lo the expecied reward walue, end the Kein odpasted to the variance of reward
value In This way, dopamine necrons maintamned thair mward sersitivity over
& larpa range af raward values.

Science
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Testing that dopamine signals prediction error

e checking that size of response at onset of CS is proportional to reward
probability (Fiorillo et al, Science 2003)

5 spikes|___
p=0.0 400 ms

Discrete Coding of Reward

Probability and Uncertainty by TTRSAY W PRVY R TV
Dopamine Neurons o "L T -
Christopher D. Florillo,* Philippe N. Tobler, Wolfram Schultz 6= 05
Uncertainty is aitical in the measure of information and in assessing the o R T
accuracy of predictions, It is determined by probability P, being maximalat P = , AN R CUR B
0.5 and decreasing at higher and lower probabilities. Using distinct stimuli to CET e ;;':

indicate the probatility of reward, we founc that the phasic activation of

depamineg neurons vasied monotonically across the full range of probatilities, _
} ) ) . p=0.75
supporting past claims that this rasponse codes the discrepancy between pre- | |
dicted and actual reward In contrast, a previously unobserved responss co- I S
varlad with uncertainty and consistad of 2 gradual Increase In activity until the Y 7 R }
potential time of reward, The cading of uncertainty sugzests a passidle role for

dcpamine sipgnals In attentlon-based learning and risk-taking behavior. i raE

stimulus on reward or stimulus off
e 1



Using fMRI to visualise prediction errors in humans

e Model-driven analysis -- search the
brain for predicted hidden variables that
should control learning:

* 1) collect behavioural data in fMRI

scanner

e 2) fit a model, e.g. TD or Rescorla

Wagner, to subjects’performance;

e 3) Once best-fitting model parameters
have been found, then the different model
components (time series, e.g. values and
prediction error) can be regressed against
the fMRI data.
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short aside: functional magnetic
resonance imaging (fMRI)
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Using fMRI to visualise prediction errors

e Prediction errors signals found
in nucleus accumbens (part of striatum) and orbito-frontal cortex, both major

dopaminergic targets.

e O’Doherty et al (2004): fMRI correlates of prediction error signals can be
dissociated in dorsal and ventral striatum, according to whether instrumental
vs pavlovian conditioning,

-- supporting an Actor/Critic architecture.

Instrumental task

dorsal striatum activity
found only in
instrumental task

ventral striatum activity
found in both Pavlovian
and instrumental task




New Promising Applications to Psychiatry

e Model-based fMRI opens the door to investigating decision-
making and reward signals differences in mental illness, e.qg.

doi:10.1093/brainfawiml73 Brain (2007), 130, 2387-2400

Disrupted prediction-error signal in psychosis:
evidence for an associative account of delusions

P. R. Corlett,' G. K. Murray,” G. D. Honey, M. R. F. Aitken,” D. R. Shanks,* T.WV. Robbins, E. T. Bullmore,"’
A. Dickinson® and P. C. Fletcher'

e Frontal cortex responses in the patient group were suggestive of

disrupted prediction-error processing.
e Across subjects, the extent of disruption was significantly related

to an individual’s propensity to delusion formation.

e Delusions as a consequence of abnormal learning. 31



Summary

e Optimal learning depends on prediction and control

e The problem: prediction of future reward (or punishment)

e The algorithm: TD learning (or variants)
Update values so as to minimise prediction error.

e Neural implementation: phasic dopamine as prediction error signal.
dopamine-dependent learning in cortico-striatal synapses in basal ganglia

e RL has revolutionised how we think of learning in the brain.
Implications for the understanding of disorders, such as Parkinson’s and
schizophrenia, as well as addiction, depression and more..



