
What ethically significant harms 
and benefits can data present?

* based on Introduction to Data Ethics module (Part 1) 
developed by Shannon Vallor, Ph.D.



What makes a harm or benefit ethically 
significant?

• We aim to have a 'good life'.
• Not just ourselves, but as a society

• Ethically significant harm/benefit happens: "when it has a 
substantial possibility of making a difference to certain individuals' 
chances of having a good life, or the chances of a group to live 
well."

• Ethics implies 'human choice'. Good intentions is not enough to 
make an ethical choice.

• It is not easy to identify the harms and benefits of data in a specific 
context. We should increase awareness!
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What our life 
interests are?
Data practice can impact all these 
fundamental interests of human 
beings.
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Ethically Significant 
Benefits of Data 

Practices
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Human Understanding

• We aim to understand the world, how it works to build better 
technology of the future.

• Complex systems vs smaller systems; we want to understand.

• We can identify (unseen) harms/needs/risks.
• If we know a minority/marginalized group is being harmed, we may 

work for the benefit to a wider community.
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Vital Patch

• Real-time health monitoring is 
a challenging task.

• Understanding such data helps
patients to get the necessary 
treatment.

• Vital Patch, as a data practice, 
helps many stakeholders.

https://www.medibiosense.com/vitalpatch/
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Social, Institutional and Economic Efficiency

• Understanding -> Improving functioning of the systems

• We use time efficiently to build what we need, while fulfilling 
goals (social system, policies, humans…)

In the Vital Patch example, what ethically significant benefits 
we could think of?
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Happy people, happy environment...
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Predictive Accuracy and Personalization

• We can achieve good outcomes for specific individuals, 
groups.

• We can provide (real-time) feedback to user inputs.

• Domains: search, ads (cookies), recommender systems, …

• Data analytics are quite useful here (not everything is AI!!!)

• Context is key -> specific needs and circumstances
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Duolingo

• An AI-based language learning 
platform.

• They use deep learning 
algorithms to personalize 
content. 

• It gamifies the learning 
experience, hence more 
engagement from the users.

https://www.duolingo.com/
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Ethically Significant 
Harms of Data Practices
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Harms to Privacy & Security

• Everyone generates data.. We share data about ourselves as 
well as others.

• Anonymized datasets can be de-anonymized once merged 
with other datasets.

• Weakly enforced sets of data regulations and policies protect 
us from the reputational, economic and emotional harms.

• Harms can even be fatal (e.g., oppressive regimes).

• Data is also collected by deployed systems (e.g., IoT).
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Cambridge Analytica
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Understanding Privacy Violations in Online Social Networks

14Nadin Kökciyan and Pinar Yolum. 2016. "PriGuard: A Semantic Approach to Detect Privacy Violations in Online Social Networks," in

IEEE Transactions on Knowledge and Data Engineering, vol. 28, no. 10, pp. 2724-2737



Real Life Scenarios from Online Social Networks

15Nadin Kökciyan and Pinar Yolum. 2016. "PriGuard: A Semantic Approach to Detect Privacy Violations in Online Social Networks," in

IEEE Transactions on Knowledge and Data Engineering, vol. 28, no. 10, pp. 2724-2737



Privacy in Internet-of-Things Era
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Harms to Fairness and Justice (i)

• We want to be judged and treated fairly (government, work, 
education, healthcare, finance and so on)

• Biases that rest on falsehoods, sampling errors, and 
unjustifiable discriminatory practices are very common in 
data practices.

• Implicit data biases are the most difficult ones to spot!

• Proxies can still be indicators of protected features such as 
race, gender etc. (e.g., zip code -> indicator of race or 
income).
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Harms to Fairness and Justice (ii)

• The harms can also be driven by:
• Poor quality, mislabeled, error-riddled data
• Inadequate design and testing of data analytics
• Lack of training/auditing

• Some groups are affected by such data practices, and they lose 
their chance to live a 'good life' for no good reasons...

• Some potential harms:
• Economic devastation
• Psychological, reputational and health damage
• The loss of physical freedom
...
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https://www.aclu.org/blog/privacy-technology/pitfalls-artificial-intelligence-decisionmaking-highlighted-idaho-aclu-case

• Disadvantaged group: 4000 Idahoans with developmental and intellectual disabilities
• The amount of assistance that they were being given by Medicaid program was being 

suddenly cut by 20 or 30 percent. An investigation takes place.
• It turns out that a magic Excel formula computes scores based on responses collected during 

an assessment review.
• They spend $50000 to test the system to understand the workings of the system.
• Many flaws detected: bad quality of data, partial use of historical data, incorrect statistics....
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Harms to Transparency and Autonomy

• What is transparency?
• It is the ability to see how a given social system or institution works.

• The focus in on understanding the outcome: "Why?"

• What is autonomy?
• It is the ability to govern or steer the course of one's life.

• The focus is on control.

• In the AI context, autonomy refers to an agent making decisions on its 
own. (e.g., fully- , semi-automated agents)

• Autonomy ~ chances for a good life depend on you!
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Example: Self-driving cars
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https://www.nbcnews.com/tech/innovation/self-driving-uber-car-involved-fatal-accident-arizona-n857941 (March 2018)

https://www.nbcnews.com/tech/innovation/self-driving-uber-car-involved-fatal-accident-arizona-n857941


Why lack of transparency is a problem?

• AI systems can make life-affecting decisions (e.g., loan application)
• Risk factor: Big Data, Complex Data, Machine Learning Algorithms...
• Explanations may be limited, which restrict autonomy.

• Intellectual property rights and social transparency should be 
appropriately balanced.
• Proprietary technology makes it difficult to be transparent 

sometimes. The courts will decide in some cases (e.g., Idaho case)

• Data practices should take an ethically appropriate measure
of social transparency (e.g., public discussion and 
negotiation). They impact the quality of people's lives.
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Summary

• Ethically Significant Benefits:
• We can identify the problems better to build intelligent software.

• We can offer users a personalized experience based on their needs.

• Ethically Significant Harms:
• Security & Privacy harms happen widely online.

• Implicit/explicit biases lead to inaccurate and unjust decisions.

• Lack of transparency takes away the user's autonomy, hence their 
chances to live a good life.
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Case Study

• Now we are ready to think about Case Study 1 (page 13) in the 
following book:

An Introduction to Data Ethics by Shannon Vallor:
https://www.scu.edu/media/ethics-center/technology-
ethics/IntroToDataEthics.pdf
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