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Machine Learning



Learning outcomes

• Understand the current landscape of evaluating generative AI

• Become familiar with some of the research gaps, and their types

• Become familiar with some of the concerns with bias evaluation 
metrics

• Which are really concerns with our infrastructures









What is “Social 
Impact”

• Social impact, broadly understood in the context of socio-
technical systems, is how such technologies alter and 
fortify existing norms

• Harms and risks of harms of these systems often get over-
emphasised over the norms which are fortified and reified through 
the systems.



What is a Generative 
AI System?



What is a Generative 
AI System?

• Generative AI systems are machine learning models 
trained to generate content, often across modalities. 
Generative AI has been widely adopted for different and 
varied downstream tasks by adapting and fine-tuning 
pretrained models. 



Modalities in Focus

• Text

• Image

• Video

• Audio

• Multimodal

• Other (future) modalities



Social Impact 
Categories: Base System 
• Biases, Stereotypes, Representational Harms

• Cultural Values and Sensitive Content 

• Disparate Performance 

• Privacy and Data Protection 

• Environmental Cost and Carbon Emissions 

• Labor Impact 

• Financial Costs 



Zoom in: Bias, Stereotypes, 
Representational Harm 



Zoom in: Bias, Stereotypes, 
Representational Harm 



Zoom in: Environmental 
Impacts



Social Impact Categories: 
People + Society 

• Trustworthiness and Autonomy

• Trust in Media and Information 

• Overreliance on Outputs 

• Personal Privacy and Sense of Self 

• Inequality, Marginalization, and Violence 

• Community Erasure 

• Long-term Amplifying Marginalization by Exclusion (and Inclusion) 

• Abusive or Violence Content 



Social Impact Categories: 
People + Society 
• Concentration of Authority 

• Militarization, Surveillance, and Weaponization 

• Imposing Norms and Values 

• Labor and Creativity 

• Intellectual Property and Ownership 

• Economy and Labor Market 

• Ecosystem and Environment 

• Widening Resource Gaps 

• Environmental Impacts 
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Quick questions 
break



Usability of Bias Evaluation 
Metrics

“Actionability refers to the degree to which a [bisa] 
measure’s results enable decision-making or intervention; 
that is, results from actionable bias measures should 
facilitate informed actions with respect to the bias under 
measurement.” – Delebolle et al. (2024)



Usability of Bias Evaluation 
Metrics

“Actionability refers to the degree to which a [bisa] 
measure’s results enable decision-making or intervention; 
that is, results from actionable bias measures should 
facilitate informed actions with respect to the bias under 
measurement.” – Delebolle et al. (2024)



Desiderata for Actionability

We want clarity(!) of

• Motivation for the bias measure

• The underlying bias construct

• Intervals and ideal results

• Intended uses

• Reliability



Actionability and 
Accountability
• Accountability is for “establish[ing] informed and consequential judgments of... AI 

systems” 

• Birhane et al., 2024. “AI auditing: The Broken Bus on the Road to AI Accountability.” 

• And for ensuring that “responsible or answerable for a system, its behavior and its 
potential impacts” 

• Raji et al., 2020. Closing the AI accountability gap: defining an end-to-end framework for 
internal algorithmic auditing. 

• However, “AI audit studies do not consistently translate into more concrete 
objectives to regulate system outcomes.” 

• Birhane et al., 2024. “AI auditing: The Broken Bus on the Road to AI Accountability.” 



Actionability and 
Transparancy
• Transparency is about “what information about a model [or 

system] should be disclosed to enable appropriate 
understanding,”

• Liao and Wortman Vaughan. 2024. AI Transparency in the Age of LLMs: A 
Human-Centered Research Roadmap. 



Actionability and 
Interpretability
• Interpretability as a field seeks to examine the process of 

arriving at a particular output



Actionability and 
Measurement Validity
• Consequential Validity: I.e., “identifying and evaluating the consequences of using the 

measurements obtained from a measurement model”

• Jacobs and Wallach. 2021. Measurement and Fairness

•  Predictive Validity: “the extent to which measurements obtained from a measurement model 
are predictive of measurements of any relevant observable properties... thought to be related 
to the construct purported to be measured”

• Ibid.

• Hypothesis validity: “the extent to which the measurements obtained from a measurement 
model support substantively interesting hypotheses about the construct purported to be 
measured”

• Ibid.



Literature Review

• We search for papers that mention “fair,” “bias,” or 
“stereotyp*” and which co-occur with either “eval*” or 
“metric.” 

• Remove irrelevant papers

• Do a literature review of 146 papers from the ACL anthology 





Question Time


	Slide 1: Evaluating and Mitigating Biases in Machine Learning
	Slide 2: Learning outcomes
	Slide 3
	Slide 4
	Slide 5
	Slide 6: What is “Social Impact”
	Slide 7: What is a Generative AI System?
	Slide 8: What is a Generative AI System?
	Slide 9: Modalities in Focus
	Slide 10: Social Impact Categories: Base System 
	Slide 11: Zoom in: Bias, Stereotypes, Representational Harm 
	Slide 12: Zoom in: Bias, Stereotypes, Representational Harm 
	Slide 13: Zoom in: Environmental Impacts
	Slide 14: Social Impact Categories: People + Society 
	Slide 15: Social Impact Categories: People + Society 
	Slide 16: Social Impact Categories: People + Society 
	Slide 17: Quick questions break
	Slide 18: Usability of Bias Evaluation Metrics
	Slide 19: Usability of Bias Evaluation Metrics
	Slide 20: Desiderata for Actionability
	Slide 21: Actionability and Accountability
	Slide 22: Actionability and Transparancy
	Slide 23: Actionability and Interpretability
	Slide 24: Actionability and Measurement Validity
	Slide 25: Literature Review
	Slide 26
	Slide 27: Question Time

