
Week3-L1
Number of participants: 26



1. 17 respondents
Did you ever experience any of
these biases as a result of AI being
used?

Historical 5 votes

Representation 11 votes

Measurement 1 vote

Aggregation 1 vote

Learning 4 votes

Evaluation 2 votes

Deployment 0 votes

Other 1 vote

Historical - Comments 2

29%

65%

6%

6%

24%

12%

0%

6%

The model had certain racial biases/stereotypes in its statements.

Based on my Text style, it assumed my nationality



Representation - Comments 4

Measurement - Comments 1

Aggregation - Comments 0

No comments for this answer

The model was trained to identify thyroid was applied to identify thyroid
nodules, so it didn't work

I've been profiled as British because of my writing. Although that's hardly a bold
leap.

Datasets not representative of population, specifically underrepresenting or
mislabelling minorities, model was only effective on specific ethnicities

ChatGPT assumes a male identity and supposes you are male too (this is more
obvious if speaking in a morphologically rich language)

GP read codes (classifiers of illnesses) aren't used in the same way by different
GPs,



Learning - Comments 1

Evaluation - Comments 0

No comments for this answer

Deployment - Comments 0

No comments for this answer

Other - Comments 0

No comments for this answer

Multiple times the LLM agent thought I’m a girl, while I’m not.


