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1. 5 respondents
Could you share an experience with
us where you had to work on
debiasing AI?

Also just starting chats from scratch so that ChatGPT doesn't give answers in
context of previous questions/answers. E.g. if you talk about health anxiety then ask
a health question it is may make the issue seem like it's not so bad

I was working on image classification I had large dataset of plant leaves they were
too unevenly split like I had many samples of a class but not many of other so
model used to get confused all the time. I had add and remove some samples to
make it balanced

Working with common modes of infection I applied topic modelling to track and
trace datasets - for some reason the results were heavily biased towards camping
as the most prevalent means of getting infected, because of words that were
associated in vector space to the activity

ML coursework. I had imbalanced data. I needed to make sampling manipulation,
however that affected the performance.

Asking for translations of made-up poems when testing translation ability because
otherwise the LLMs just retrieve/combine existing translations


