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Course Logistics: 
Remit of Presentation and Report 

Some clarifications following student questions:

- The specific focus of the presentation and report should be on 
technical issues around evaluation and ensuring safe 
deployment (e.g. see ideas in today’s lecture and discussion)

- For completeness you need to describe your system 
architecture, but the new content in this assignment 
addresses tools and techniques for analysing properties
- It would be fine to have the same architecture as in your masterclass, 

but the question of how you will evaluate/analyse is salient here

- The report expected for this part is much shorter (3 pages) and the 
majority of it (e.g. 2 pages) should focus on above question – including 
how this question is handled in the literature
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AVs: Mobile Robots in the Wild

© Five AI Inc 2019
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SAE International Autonomous Mode Functional Architecture Flow Diagram 

(Underwood, 2016)
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Effect of Perception Errors 
on Action and Closed-Loop Behaviour

“Should I enter or not? When?”

… “how do others respond to me?”

[Source: bbc.com]

[Source: BBC/NTSB]

[Source: TfL CCTV]
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Where could car #2 be 
going?

- Landmarks can be 
extracted from 
maps

- Observation can be 
compared against, 
e.g., lane follow, 
lane change, 
cautious slowdown

T1: lane follow path

T2: lane change path

T3: slowdown path …

O: observed path

Best fit?

Goal Recognition as Rational Inverse Planning

S.V. Albrecht, C. Brewitt, J. Wilhelm, F. Eiras, M. Dobre, S. Ramamoorthy, Interpretable goal-based prediction and 

planning for autonomous driving, In Proc. IEEE International Conference on Robotics and Automation (ICRA), 2021.
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© Five AI Inc 2019

CDT-D2AIR Course



108

106
1.5x
105

fatality

injury

collision Human performance

10-7

Errors per decision

Machine performance

Ave 20mph
Decision every 2 seconds

10-6

10-5

10-4

10-3

2020: Best in class
perception today

Temporal
fusion

Multimodal 
sensing

More data engineering 
and context

Risk-aware motion 

strategies

© Five AI Inc 2020

Need detailed characterization 
of how perception systems fail

Planning must accommodate 
imperfect perception

A Hierarchy of Errors
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Planning with Imperfect Perception: 
Quantifying Uncertainty and Risk

© Five AI Inc 2019

A. Blake, A. Bordallo, K. Brestnichki, M. Hawasly, S.V. Penkov, S. Ramamoorthy, A. Silva, FPR-Fast Path 
Risk algorithm to evaluate collision probability, IEEE Robotics & Automation Lett. 5(1): 1-7, 2020.
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An Approach to Safe Planning

1. Compute an approximate solution to the problem using a Mixed Integer Linear 

Programming receding-horizon formulation (encodes variety of rules/constraints)

2. Use it as an initialization to the non-linear trajectory optimization problem

F. Eiras, M. Hawasly, S.V. Albrecht, S. Ramamoorthy, A two-stage optimization-based motion planner for safe 
urban driving, IEEE Transactions on Robotics (T-RO), 2021.
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Soft constraints: linearized progress, 
comfort, and risk reduction

Linear Vehicle dynamics constraints

Driveable surface constraints

Collision avoidance up to certain 
level of uncertainty

Solve in a receding-horizon of length K

Hard constraints (could come from 
compositional logical specs):

MILP formulation
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© Five AI Inc 2019
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© Five AI Inc 2019
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What is the Probability the System Fails?
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C. Innes, S. Ramamoorthy, Testing rare downstream safety violations via upstream adaptive 

sampling of perception error models. In Proc. IEEE International Conference on Robotics and 
Automation (ICRA), 2023.
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2. The Fidelity Gap1. Specifying Safety 3. Rare Events

“The ego vehicle is not allowed to 
cross a red traffic light. If the 
traffic light is yellow and the 
ego vehicle can come to a 
standstill in front of the 
intersection without falling below 
an acceleration threshold apos, the 
ego vehicle is not allowed to 
cross a yellow traffic light”

1e-22

Many Sources of Difficulty

16



Eventually, this will 
be true

The first thing must remain 
true until the second thing 
becomes true

This will always be 
true

“For the first T=100 seconds, the ego vehicle 
should always stay at least 2 metres from the 
other vehicle”

Specifying Safety: 
Signal Temporal Logic
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Signal Temporal Logic: 
Robustness Metrics
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Fidelity Gap: Obstacle Detection Example
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V_type: “Car”
Truncation: 0.1
Occlusion: 0
Height: 3.1

V_type: “Car”
Truncation: 0.1
Occlusion: 0
Height: 3.1

V_type: “Car”
Truncation: 0.1
Occlusion: 0
Height: 3.1

Perception Error Model Insight
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e.g., "A Step Towards Efficient Evaluation of Complex Perception Tasks in Simulation." Sadeghi et.al., (2021).

Probability of 
Car Mis-
detection
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V_type: “Car”
Truncation: 0.1
Occlusion: 0
Height: 3.1

Probabi lity of Car Mis-
detect ion

Safety 
Threshold

Simulation 
Rollout

Specification

Rarity: Sampling Detection Errors
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True Crash Probability: 1 in 10,000
Expected Simulations to get within 1% of true 
probability: 1,000,000,000,000

State-dependent Expectation:
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New “proposal” 
distribution

Original “target” 
distribution

Ideal Proposal generates 
lots of failures:

Importance Sampling
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Projection Function

Learning a Proposal Distribution: 
e.g. Cross Entropy Method (CEM)
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State-dependent IS (weighting)
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0.82th Quantile

Other Ideas: Adaptive Thresholding (AT)
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What if Failures are still Rare?
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Automated Braking: Experiment Results
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“The distance between the ego car and
other car must never drop below 2 metres”

Limitations: Is the Scenario Big Enough?
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“The distance between the ego car and
other car must never drop below 2 metres”

“The ego vehicle is not allowed to enter an intersection
if there is another vehicle with the right of way that will be

endangered by the ego vehicle. 

The left turning ego vehicle that has no priority (given

by traffic signs) over an oncoming vehicle may only drive
onto the oncoming lane if the ego vehicle does not endanger

the other vehicle. The same applies if another vehicle turns
right into the same road as the ego vehicle”

Limitations: Is the Scenario Big Enough?
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A.L. Corso, S.M. Katz, C. Innes, X. Du, S. Ramamoorthy, M.J. Kochenderfer, Risk-driven 

design of perception systems. In Proc. Conference on Neural Information Processing 

Systems (NeurIPS), 2022.

Risk-driven Design: 
Where are Perception Errors Most Risky?
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Transition Function

State-Action Value

Perceptual Error Risk as Policy Evaluation
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- Evaluate risk of making perception in a particular state
- Evaluate long term consequence according to CVaR value 

function (evaluating on upper quantile of worst case outcomes)
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Risk-Aware Perceptual 
Loss

Risk-Aware Data 
Generation

Risk-aware Design
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Case Study: 
Aircraft Collision Avoidance
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Case Study: 
Aircraft Collision Avoidance
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Use of Simulation in Development
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Use of Simulation in Development 

Browse examples of Applied Intuition toolchain:

https://www.appliedintuition.com/
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https://www.appliedintuition.com/
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C. Innes, A. Ireland, Y. Lin, S. Ramamoorthy, Anticipating accidents through reasoned 
simulation, Safety Critical Systems Symposium (SSS 2023).
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Combining Reasoning and Simulation:
e.g. exploring Loss Scenarios
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C. Innes, A. Ireland, Y. Lin, S. Ramamoorthy, Anticipating accidents through reasoned 
simulation, Safety Critical Systems Symposium (SSS 2023).



Summary
• Establishing safety of learning enabled autonomous systems is a key 

requirement for broader adoption 

• Layered optimization/decision making architectures represent one 
promising path, appropriately interleaving a hierarchy of concerns

• For this to work well, we need careful treatment of uncertainty 
flows and how component errors lead to system errors

• Towards this end, we discussed several technical methods including:

– Adaptive importance sampling with logical specifications

– Risk-driven design of perception systems

• Current and future work along all of these directions aims at 
expanding the scope and scale of such a methodology 
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Discussion Points: How Safe is Safe Enough?
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https://www.rand.org/content/dam/rand/pubs/res
earch_reports/RR1400/RR1478/RAND_RR1478.pdf



Discussion Points: Realism in Simulations
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https://waabi.ai/simulator-realism-the-

new-safety-standard-for-the-av-industry/



Discussion Points: Ethics and Morality
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https://spectrum.ieee.org/av-trolley-problem

https://spectrum.ieee.org/how-to-build-a-moral-robot
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