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Topics

I Counting: thinking algorithmically

I Events: what could happen in principle

I Experiments: how can events interact

I Probability: quantifying what could happen
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Counting
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Counting

Basic principles of combinatorics:

I if an experiment has n outcomes;
and another experiment has m outcomes,

I then the two experiments jointly have n ·m outcomes.
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Permutations

Definition

Let H = {h1, h2, . . . , hn} be a set of n di↵erent objects. The
permutations of H are the di↵erent orders in which you can write
all of its elements.

5 / 32

Example : Horse race 4A, B.C. D.E)

5. 4. 3. 2- I = 120 permutations
e.g. (E, B, A. Dict

i -44
Sold silver bronze

How many ? n !=n - (n -il -In -2) . . - I

0 != ,



Permutations with repetitions

Definition

Let H = {h1 . . . h1, h2 . . . h2, . . . , hr . . . hr} be a set of r di↵erent
types of repeated objects: n1 many of h1, n2 of h2, . . . nr of hr .
The permutations with repetitions of H are the di↵erent orders in
which you can write all of its elements.
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How many ?
n = n, the +

- - - t ur total in objects

n

(him.
. -sur) = n.i.in?!...-r!

"multinomial coefficient
"

Example : words with letters
A.BRA, C.A. DA, BR,A

11

( 5
,
2
,
I
, I, 2) = 03160



k-Permutations

Definition

Let H = {h1, h2, . . . , hn} be a set of n di↵erent objects. The
k-permutations of H are the di↵erent ways in which one can pick
and write k of its elements of H in order.
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How may
?

pn.ie = ,n?

Example : top 3 in these race /A. B. C.MEI

e-g. (E ,
B
,
-11

= 2° possibilities



k-Permutations with repetitions

Definition

Let H = {h1 . . . , h2 . . . , . . . , hr . . . } be a set of r di↵erent types
of repeated objects, each of infinite supply. The k-permutations

with repetitions of H are the di↵erent orders in which one can
write an ordered sequence of length k using the elements of H.
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Example : #3-letter words of letters of English alphabet
= 26

'
= 17576

# bit strings ef length h = 24



k-Combinations

Definition

Let H = {h1, h2, . . . , hn} be a set of n di↵erent objects. The
k-combinations of H are the di↵erent ways in which one can pick k

of its elements without order.
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How many ? G.a-. (1) = µYa:
"binomial coefficient

-

↳a = %

Example: #ways to form committee of 5 students her class of 30

= ( %-) = = 142506



Events
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Events

A mathematical model for experiments:

I Sample space: the set ⌦ of all possible outcomes

I An event is a collection1 of possible outcomes: E ✓ ⌦

I Union E [ F and intersection E \ F of events make sense

1Sometimes ⌦ is too large, and not all subsets are events. Ignore this now.
11 / 32

EnF



Examples
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⇔ʰ
e-g. E.

= 14
Will it rain today ?

52=174

→permutations of e.g. E-
- I B winsD

5- horse race
4A, B)GD, El f- = I Eoins. A

third}

notice Enf =∅I never happens

flip 2 Coins 1--4(him, /Hit. e. g. E- = coins chant

⇔.⇔ . ,⇔,⇔,

F-_ at
least one heads

= 5 (him, (Mtl, CITHI)

roll die until get 6 i.=/sequences of
1-5 and th e.g. E-= first 4, then

6 on 3rdroll

61
= /(46,6) 1 KES:-/511



Union and intersection

Union

Union E [ F of events E and F means E and F .
Infinite union

S
i Ei of events Ei means at least one of the Ei ’s.

Intersection

Intersection E \ F of events E and F means E and F .
Infinite intersection

T
i Ei of events Ei means each of the Ei ’s.

Definition

If E \ F = ;, we call events E and F mutually exclusive.
If events E1, E2, . . . satisfy Ei \ Ej = ; whenever i 6= j , we call
them mutually exclusive. They cannot happen at the same time.
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Inclusion and implication

Remark

If the event E is a subset of the event F , written E ✓ F ,
then the occurrence of E implies that of F .
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Experiment = rolling a die

E-= 4 rolling 1 I € / rolli oddnrl = F



Complementarity

Definition

The complement of an event E is E c = ⌦� E .
This is the event that E does not occur.
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⑧
^

É

E nE'=D EUEC=L



Experiments
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Experiments

How events can interact:

I Commutativity

I Distributivity

I Associativity

I De Morgan’s Law
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Properties of events

I Commutativity: E [ F = F [ E

E \ F = F \ E

I Associativity: E [ (F [ G ) = (E [ F ) [ G

E \ (F \ G ) = (E \ F ) \ G
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É ☒=
"

=

^

=



Properties of events

I Distributivity: (E [ F ) \ G = (E \ G ) [ (F \ G )
(E \ F ) [ G = (E [ G ) \ (F [ G )
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De Morgan’s law

I De Morgan’s law: (E [ F )c = E
c \ F

c
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E- you have umbrella

Fr I here wusaella

= not true Thet one of us her
whelk

= both here

=

"""

(EnF)
'
= E

'
u F
'
= nothin boh Lane beetle

"""

☐☐



Probability
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Probability

I Definition by axioms

I How to compute probabilities

I Inclusion-exclusion principle

I Equally likely outcomes
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Axioms of probability

Definition

The probability P on a sample space ⌦ assigns numbers to events

of ⌦ in such a way that:

1. the probability of any event is non-negative: P(E ) � 0;

2. the probability of the sample space is one: P(⌦) = 1;

3. for countably many mutually exclusive events E1, E2, . . .:

P
�[

i

Ei
�
=
X

i

P(Ei )
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How to compute probabilities

Proposition

For any event, P(E c) = 1� P(E ).

Corollary

We have P(;) = P(⌦c) = 1� P(⌦) = 1� 1 = 0.
For any event, P(E ) = 1� P(E c)  1.
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Proof : E and E
'
are mutually a-Insite, En EC=p

So by anim 3 i P (E) +PIE') - Pll)

by ash L : = I



How to compute probabilities

Proposition

For any two events, P(E [ F ) = P(E ) + P(F )� P(E \ F ).

Proposition (Boole’s inequality)

For any events E1, E2, . . . , En:

P

 
n[

i=1

Ei

!


nX

i=1

P(Ei ).
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Proof by induction on u :

base care n = 2 :
P(EuF) = PIET + P(F)

-P(EnF) ≤ PCE) + PIF)

induction step : p(+
,

'E;) = PA Ei) u Enn)

=

PC Ei ) + P(Enn)
- PC .

-- n . -
- I

≤ É÷! Neil



Inclusion-exclusion

Proposition

For any events:

P(E [ F [ G ) = P(E ) + P(F ) + P(G )

� P(E \ F )� P(E \ G )� P(F \ G )

+ P(E \ F \ G ).

P(E1 [ E2 [ · · · [ En) =
X

1in

P(Ei )

�
X

1i1<i2n

P(Ei1 \ Ei2)

+
X

1i1<i2<i3n

P(Ei1 \ Ei2 \ Ei3)

� · · ·
+ (�1)n+1P(E1 \ E2 \ · · · \ En).

26 / 32



Inclusion-exclusion

Proposition

For any events:

P(E [ F [ G ) = P(E ) + P(F ) + P(G )

� P(E \ F )� P(E \ G )� P(F \ G )

+ P(E \ F \ G ).

P(E1 [ E2 [ · · · [ En) =
X

1in

P(Ei )

�
X

1i1<i2n

P(Ei1 \ Ei2)

+
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P(Ei1 \ Ei2 \ Ei3)

� · · ·
+ (�1)n+1P(E1 \ E2 \ · · · \ En).
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Example

Example

In a sports club,

36 members play tennis, 22 play tennis and squash,
28 play squash, 12 play tennis and badminton,
18 play badminton, 9 play squash and badminton,

4 play tennis, squash and badminton.

How many play at least one of these games?
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Pl Tus c B) ± PCT) + Pls) + P/B)
- PITns ) - PITNB)- D/SNB)

1- P(Tn S n B)

= ¥ + ¥ + ¥ - ¥ - ¥ - f- + ¥ = ¥



How to compute probabilities

Proposition

If E ✓ F , then P(F � E ) = P(F )� P(E ).

Corollary

If E ✓ F , then P(E )  P(F ).
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Experiment = rolling a die

E-= 4 rolling 1 I € / rolli oddart = F

n
to =P(E) ≤ PCF) = {

4



Equally likely outcomes
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The return of counting

Finite sample space, |⌦| = N < 1, has special important case
where each experiment outcome has equal probability:

P(!) =
1

N
for all ! 2 ⌦

Definition

Outcomes ! 2 ⌦ are also called elementary events.
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If 1El=k then PCE) =¥r, -¥



Example

Example

Rolling two dice, what is the probability that the sum of the
numbers shown is 7?

What’s wrong with this solution? “The number 7 is one out of the
possible values 2, 3, . . . , 12 for the sum, and the answer is 1

11 .”
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swing are not equally Helgi 12 is only i can out of36 .

I.= 4( i.j ) I i.j c- 31,2. . _
--611

E = son is 7- z I lie;) I itj=7 /
= /1561145113,311457, 15,21, (6.ill

6-
P/E) = 36

= %



Summary

I Counting: permutations, combinations, repetitions

I Events: sample space, union, intersection, complement

I Experiments: distributivity, De Morgan’s law

I Probability: axioms, how to compute, equally likely outcomes
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