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Topics

I Independence: what information changes probability

I Random variables: when variables depend on chance

I Expectation: most likely outcomes of experiment

I Variance: how much the experiment can deviate
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Independence
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Independence

Sometimes partial information on an experiment
does not change the likelihood of an event.

Definition

Events E and F are independent if P(E |F ) = P(E ).
Equivalently: P(E \ F ) = P(E ) · P(F ).
Equivalently: P(F |E ) = P(F ).

Proposition

If E and F are independent events,
then E and F c are also independent.
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independent events ≠ mutually exclusive events !

independence usually either trivial or tnzhy . . .



Examples
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I= two dice

E- = { sun is 6 / } not independent: % =P(Ent) ≠ PIE) - PIFK% . %
5- = {first is 3)

-

E'= } sum is 7) } independent! ¥ = PIE'sF) = PIE ) - PIF/ = % - t¥
F = / first B 31
-

9 = /second ,}
pairwise
independent : % = PIE's G) = PIE 's.MG/--Go-.'-6=j-6-36=PlFnG1--PlFtPlG)--E-'-6--j-

but I -_PIÉIFNG ) ≠ P(E) = to - -

equivalently to = PCÉNFNG/ ≠ PIET. PlFnG) = PK-7-PIFI.MG/
= 'T - to -% = to



Independence

Definition

Three events E , F , G are (mutually) independent if:

P{E \ F} = P{E} · P{F},
P{E \ G} = P{E} · P{G},
P{F \ G} = P{F} · P{G},

P{E \ F \ G} = P{E} · P{F} · P{G}.

For more events the definition is that any (finite) subset of them
have this factorisation property.
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Examples
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Fix parameter ocp< i

n independent experiments, each succeeds with probability p

- chance that every one succeeds ?

P
"

¥ 0

a chance that at least me succeeds ? Murphy 's Law

1- Pleach one fails) = I - Ii -pl
"

⇒ I

- chance that exactly K screwed 7

( Te ) -ph.li-p,
h -k



Random variables
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Random variables

“Random variables ⇡ random numbers”. But random means that
there must be some kind of experiment behind these numbers.

Definition
A random variable is a function from the sample space ⌦ to the
real numbers R.
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flip 3 coins
,

✗ counts Heads :

✗ ( T, T, T ) = 0

✗ ( H ,
T, T ) = ✗( T,H, T) = ✗( TT,H/ = I

✗( Hit,T) = ✗ ( H, T,H) - ✗( T,H, 1-11=2

✗( H, H, H) = 3

P(✗= ' ) =P I / IT, 1-11-11 , ( TMT? ( HITT) ) ) = %



Discrete random variables

Definition
A random variable X that can take on countably many possible
values is called discrete.
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e.g. :
- nr Heads in 3 coin flips

• nr flips needed to first see a Head



Probability mass function

Definition

The probability mass function (pmf), or distribution of a discrete
random variable X gives the probabilities of its possible values:

pX (xi ) = P(X = xi ),

Proposition

p(xi ) � 0 and
X

i

p(xi ) = 1

11 / 26

Vice versa : any function with these properties that is nonzero on only
countably many values hi , is a p-m - f-



Examples
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• nr Heads in 3 coin flips a

plot =p (3) = tp pal=p/a) = % indeed Épli)= 1
i :O

- fix parameter 7>0 . define pci/ = c- ? .

which c make this a p.m _f. ?

p(it >o it ↳o
.

⇒PED = c ¥
,

?÷= c. d- = , → c=e→
i= .

so e.g. p(✗ =o) =plot = e→%÷=e→

P(×>2) = I - P/✗≤ e)

= I - P(✗ =o ) - P( ✗
= , ) -P(✗=L)

= 1- e-
>

'

_ e-
>
. > - e-

> \÷



Cumulative distribution function

Definition

The cumulative distribution function (cdf) of a random variable X :

F : R ! [0, 1], x 7! F (x) = P(X  x).
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contains all relevant info about ✗

e-g. P(a<✗≤b) = p(✗ ≤s)- PA≤a) = Fcs) - Fca,

flip 3 coins
,
✗ counts Heads

Flu)
^

I -

•-Ñ=Yo
% :

\ pk1=4Pita •→

Yd - / pal ._ 48
- •→

◦-"# ✗



Cumulative distribution function

Proposition

A cumulative distribution function F :

I is non-decreasing: if x  y then F (x)  F (y)

I has limit limx!�1 F (x) = 0 on the left

I has limit limx!1 F (x) = 1 on the right
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Expectation
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Expectation

Once we have a random variable, we want to quantify its typical
behaviour in some sense. Two of the most often used quantities
for this are the expectation and the variance.

Definition
The expectation of a discrete random variable X is:

EX =
X

i

xi · p(xi )

provided the sum exists. Also called mean, or expected value.
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weighted average / center of mass



Examples
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✗ = { ↓ if E occurs
it E' occurs

"
indicator variable

"

P (1)= PIE)

plot = I - PIÉ)

F- ✗ = opto) + t.pl1) = PIED

-

✗ = her en fait die after roll

F-✗ = ¥
. .

i.pli) = II. i. ÷ = to + % + . - - + to = 7-
2

expectation need not be possible value !



Properties of expectation

Proposition (expectation of a function of a random variable)

If X is a discrete random variable, and g : R ! R a function, then:

Eg(X ) =
X

i

g(xi ) · p(xi ) (if it exists)

Corollary (expectation is linear)

If X is a discrete random variable, and a, b fixed real numbers:

E(aX + b) = a · EX + b.
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Proof : IE (ax+ b) = -7 (anitb)
-plni ) = a- 7-kipluiltb -7plait

= an Ex + b. I



Moments

Definition (moments)

Let n 2 N. The nth moment of a random variable X is:

EX n

The nth absolute moment of X is:

E|X |n
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IEX
"
= E- (✗ "I ≠ LEXI " §µ



Variance

20 / 26



Example
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✗ = 0

w/prob
'
te

Y = {!, _ y,
#✗ = EY = # 2- = #u=o

2- = t.ly
,
=

g-
etpechaticn cannot distinguish 472,4

but clearly different.u= /% I "%



3. Variance

Definition (variance, standard deviation)

The variance and the standard deviation of a random variable are:

I VarX = E(X � EX )2.

I SDX =
p
VarX .
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an ✗ = IE ( ✗ -o)
'

= o
'
= o

SD ✗ = To = O

Han Y = IE (y-o) 2 = I
'

- % + C-it ' -% =)

SD 7 = if = I

on 2- = IE (2--0)
"
= 2

' -45 + C-E)
'
_ 4s = ,

SD 2- = A = i

Han U = IEIU-07<=10? Yz + C-cot
? % = too

SD U -
Fi = to

variance gives finer information but still cannot distinguish ✗ and 2-



Example
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Properties of the variance

Proposition (equivalent form of the variance)

VarX = EX 2 � (EX )2 for any random variable X .

Corollary

EX 2 � (EX )2 for any random variable X ,
with equality only if X is constant.

24 / 26

(Pf : book )



Examples
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✗ = roll of fair die

on ✗ = Ex' - ☒×)
'
= ( i'+ it - - - +64 - to - ( ? )

'
= 3¥

SD ✗ = ✓3517 ≈ 1.71

two most important numbers of fast die : average 3.5

typical deviation 1.71

-

✗= indicator of event E

War ✗ = /F-✗
'
- (Ex)

'
= i - PIE) - (ME))

'
= PIE) - ( 1- PIED

SD ✗ = ✓PlE7G-Pʰ



Properties of the variance

Proposition (variance is not linear)

Let X be a random variable, a and b fixed real numbers. Then:

Var(aX + b) = a2 · VarX
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Proof : book .

an (✗ +b) = War ( ×) = an C-×) :

variance is invariant under reflection
and shifting by a constant -



Properties of the variance

Proposition (variance is not linear)

Let X be a random variable, a and b fixed real numbers. Then:

Var(aX + b) = a2 · VarX
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