Discrete Mathematics and Probability
Week 7
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Topics

» Recap: examples with equally likely outcomes
» Conditional probability: how knowledge influences probability

» Bayes' theorem: link probabilities of related events
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Recap
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Permutations and combinations

Example

An urn contains 6 red balls and 5 blue balls.
Draw three balls at random, at once (that is, without replacement).

What is the chance of drawing one red and tgvg blue balls?

4/22


Mobile User


Sowple spoce
|

\-ﬂ‘\ = “ 93 = M. - nxwoxA9
Event sz—" C"‘3)'°
- {pteoba-) 6!“'61. ) 6\ sakl

/ ! \
6.5 % §5.6. W 5.4 .6 ways

|E| = 3xuxsxe
P(g) = E_l__ - (-3)‘?.5.5 .k
15| q.10.1 "

R
P(R,B,B,) A p(6|R,B,_) + P CG|81R|)
= byxS5 xh 5,
RS n"':’;"% + %_x_‘t.xb
1o 9
7

- 3 * (6.5‘.14-
n.10.-9
5/22



Mobile User


Permutations and combinations

Example

An urn contains 1 balls, one of which is red, all others are black.
We draw k balls at random (without replacement). What is the
chance that the red ball will be drawn?
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Conditional probability
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Conditional probability

Often you have partial information about the outcome of an
experiment. This alters the likelihoods for various outcomes.

Example

Roll two dice. What is the probability that the sum of the numbers

is 87 What if we know that the first die shows a 57
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Reduced sample space

We reduced our world to the event we were given:
F = {first die shows 5} = {(5, 1), (5, 2), ..., (5, 6)}

Definition

The event that is given to us is called a reduced sample space.
We can simply work in this set to figure out the conditional
probabilities given this event.

The event F has 6 equally likely outcomes. Only one of them,
(5. 3), provides a sum of 8. Hence the conditional probability is .
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Definition of conditional probability

The question can be reformulated.
E = {the sum is 8} = {(2, 6), (3, 5), ..., (6, 2)}

“In what proportion of cases in F will £ also occur?”
“How does probability of ‘E and F' compare to probability of F7”

Definition
Let F be an event with P(F) > 0.
The conditional probability of E given F is:

P(ENF)
P(F)

P(E|F) =
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Axioms

Proposition

Conditional probability P(- |F) satisfies the axioms of probability:
1. conditional probability is non-negative: P(E |) > 0;
2. conditional probability of sample space is one: P(Q)| F) = 1;

3. for countably many mutually exclusive events Ey, Eo, .. .:

P(UE,- F) =Y P(E|F)
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How to compute conditional probabilities

Corollary
> P(ES|F)=1—P(E|F)
» P(O|F)=0

™ P(EIF}=1-P(E°|F) <1

TN, P(EUG|F)=P(E|F)+P(G|F)—P(ENG|F)
> IfEC G, then P(G— E|F)=P(G|F)—P(E|F)
> IfEC G, then P(E|F) < P(G|F)

BUT: Don't change the condition!

P{E|F} and P{E | F°} have nothing to do with each other.
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Multiplication rule

Proposition (Multiplication rule)

P(ElﬁﬂEn):P(El)P(EQ‘El)P(E3|E10E2)
c P(Ep| EL O N Eyy)
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Example again

Example

An urn contains 6 red and 5 blue balls. We draw three balls at
random, at once (that is, without replacement). What is the
chance of drawing one red and two blue balls?

p(rR, N8 N8 + P(6\AR|"' &) +
p(B, o B, ~ RD
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Bayes' theorem
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Bayes' Theorem

The aim is to say something about P(F | E), once we know
P(E | F) (and other things...). This will be very useful, and serve
as a fundamental tool in probability and statistics.
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The Law of Total Probability

Theorem (Partition Theorem)

P(E) = P(E|F)-P(F)+ P(E|F) - P(F9)
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The Law of Total Probability

Theorem (Partition Theorem)

P(E) = P(E|F)-P(F) + P(E | FS) - P(F)

Definition
Countably many events Fi, F»,...form a partition of Q) if
FinF;=0and |J; Fi = Q.

Theorem (Partition Theorem)
For any event E and any partition Fi, Fo,...:

P(E) = ZP(E\ Fi) - P(Fi)
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Summary

» Probability: multiple ways to compute

» Conditional probability: reduced sample space,
multiplication rule

» Bayes' theorem: partition theorem, belief update
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