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Events

A mathematical model for experiments:
» Sample space: the set () of all possible outcomes
» An event is a collection! of possible outcomes: £ C O

» Union E U F and intersection £ (M F of events make sense

» (Omd;[,?m@rrl o‘( 8V@rrl ECZQ“E

'Sometimes () is too large, and not all subsets are events. Ignore this now.
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De Morgan's law ~ E-= W hove ymbwedg

F= have ymbwda
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Probability

go '(:M« boen G‘lvvclbeL

now we will allad, numbeys bo “‘\; $
b ) o sas

» Definition by axioms
» How to compute probabilities
» Inclusion-exclusion principle

» Equally likely outcomes
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Axioms of probability

Definition
The probability P on a sample space () assigns numbers to events
of (2 in such a way that:

1. the probability of any event is non-negative: P(E£) > 0;

2. the probability of the sample space is one: P({2) = 1;

3. for countably many mutually exclusive events £, E», .. .

P(U Ei) = Z P(Ei)
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Axioms of probability

Definition Pic 0 Conction thet caticline 2 axiome

The probability P on a sample space () assigns numbers to events
of €2 in such a way that:

1. the probability of any event is non-negative: P(E£) > 0;
2. the probability of the sample space is one: P({2) = 1;

3. for countably many mutually exclusive events £, E», .. .

P(U Ei) = Z P(Ei)

finite  P(Equ-v Ey)=Plént =+ Ple, )
LOV”IJJJ ;.:F;.--’-? P( é.{ v gz vésg,...J ~ P(é4)+ 'P(éz)ﬁ P(ég)i' =
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How to compute probabilities

Proposition P{é) == P(EC)

For any event, P(E“) =1 — P(E). \

) EnES=tf thsly avomd PLEWP(EY): PleL])-P(02)

'l) P(.Cl)':/( loy asiovmn 2 — /{
P(¢) = P(_(Z”)- /[._P(_Q):__/(__,; =0
Corollary

We have P(0)) =P(Q)=1-P(Q)=1-1=0.
For any event, P(E) =1 — P(E°) < 1.

>0
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Subt

How to compute probabilities A"

Proposition (ly, ;[ 0n= {wl.usmn)
For any two events, P(E UF) =P(E)+P(F)—P(ENF).

Proposition (Boole’s inequality)

For any events £, E>, ..., E,:
P (U E,-) <) P(E).
=1 =1
Gbs'wnra Pw:( l)y meJiar :»J’ ibﬂj
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Inclusion-exclusion ('} QVQAé)
Proposition

For any events:

P(EUFUG) =P(E)+P(F)+P(G)
—P(ENF)—P(ENG)—P(FNG)
+P(ENFNG).

(2
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Inclusion-exclusion {n- Zve-n-&c,)

Proposition

For any events:

P(EUFUG)=P(E)+P(F)+ P(G)

—P(ENF)—P(ENG)—P(FNG)

+P(ENFNG).

PEEUEU---UE,)= > P(E)

1<i<n

- Y  P(EynN

1<ii<ir<n

Eié)

+ :g:: F’(Eﬂlfw EiéfAlfié)

1<n<in<in<n

+—(—1)”+1P(E1erQ(W---F1Eg)

ol $0 way op

Yo 1
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E |
xample \,‘Jﬂ»ﬂﬂe"‘l""s

In a sports club,

T 36 members play tennis, 22 play tennis and squash, Tn 6
S 28 play squash, 12 play tennis and badminton, T A

B 18 play badminton, O play squash and badminton, &0
4 play tennis, squash and badminton.

whal i puobahil,ly et a vandsm membou TNS AR
la{cat least one of these games?
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Example

E I
xample w‘.lﬂ»ﬂﬂe"‘l""e

In a sports club,

36 members play tennis, 22 play tennis and squash,

28 play squash, 12 play tennis and badminton,
18 play badminton, O play squash and badminton,

4 play tennis, squash and badminton.

M s pvalfnlh[ thot a vana(om membpu
at least one of these games?

P(TySuR)= PT)+P($)+P(R)
~P(Th$)-P(T,R)-P($R)
+P(T,S 4 R)

=36,28 18 22 12. 3.4 _R
v U U NN X/“Nv'/\/
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How to compute probabilities

Proposition

If EC F, then P(F — E) = P(F) — P(E). I
Corollary

If EC F, then P(E) < P(F). I

i

F+
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Summary

» Counting: permutations, combinations, repetitions
» Events: sample space, union, intersection, complement

» -Expertments: distributivity, De Morgan's law

» Probability: axioms, how to compute, equally likely outcomes
y
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Topics

» Recap: examples with equally likely outcomes
» Conditional probability: how knowledge influences probability

» Bayes' theorem: link probabilities of related events
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Equally likely outcomes
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The return of counting T (o<t 4&;.3 M?n ‘"fi’fi‘%l"’i,” o
Woln i} <

Finite sample space, — N < o0, has special important case
where each experiment outcome has equal probability:

1
Plw)=— for all w € 2
N
Definition
Outcomes w € () are also called elementary events.
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Example

Example

Rolling two dice, what is the probability that the sum of the
numbers shown is 77

y

What's wrong with this solution? “The number 7 is one out of the

possible values 2,3, ...,12 for the sum, and the answer is %

w‘ol s w"’j Wi Y ansawv.z

30/1



Example

Example

Rolling two dice, what is the probability that the sum of the
numbers shown is 77

y

What's wrong with this solution? “The number 7 is one out of the
1 n

possible values 2,3, ...,12 for the sum, and the answer is 17 -
syms are pot equally Llely: . A i
es. 12 °"{«;( 4 ods oud 6€ 25, w‘m[:s umvj w '“Fanswov.
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Example

Example

Rolling two dice, what is the probability that the sum of the
numbers shown is 77

y

What's wrong with this solution? “The number 7 is one out of the

possible values 2,3, ..., 12 for the sum, and the answer is 1—11

Syms are mA' quﬂ[(j éﬁi/ 26 Wla'l s wwoj w?& "b answor.z

es. 12 « o-JJ 4 o
(2= L6, 1 564,2,...,6f§
E= aumic 72500 ivi=T8=5(16),(25)34) (43),
s . ) 3) J [5,7-)/5/')j
P(E)= % -5
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Conditional probability
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Conditional probability

Often you have partial information about the outcome of an
experiment. This alters the likelihoods for various outcomes.
Example

Roll two dice. What is the probability that the sum of the numbers
Is 87 What if we know that the first die shows a 57

v
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Conditional probability

Often you have partial information about the outcome of an
experiment. This alters the likelihoods for various outcomes.
Example

Roll two dice. What is the probability that the sum of the numbers
Is 87 What if we know that the first die shows a 57

4

) = Qm...éil
E=%m=% = 50,6),(3,5),(4,4),(5,3).(6,)¢
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Conditional probability

Often you have partial information about the outcome of an
experiment. This alters the likelihoods for various outcomes.
Example

Roll two dice. What is the probability that the sum of the numbers
Is 87 What if we know that the first die shows a 57

y

)= ﬁ/:,..,é_i?'
E=%m=% = 50,6),(3,5),(4,4),(5,3).(6,1)¢
P(E) = —\-—E\L = _5...-
1l 26
wioh € S die= G
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Conditional probability

Often you have partial information about the outcome of an
experiment. This alters the likelihoods for various outcomes.
Example

Roll two dice. What is the probability that the sum of the numbers
Is 87 What if we know that the first die shows a 57

y

() = ﬁ/l,...éz?'

E=m=% = 50,6),(3,5),(4,4),(5,3).(6,)¢
pey -l _¢

‘Ql :3-2“ LWN\/’“&\‘ —— e (

WM ;( ‘(\\'A J-(’ - g {5 ")%j I'i: w{bfﬁ?’)f‘l’f ’)i)..,,fj ‘%
g oy g‘ 21 oy v; } /

Ql ) 6 5, 4) (g 6)§ ,,,«""\"’Z/ cha. ?f;z«f‘s I »holy [ ‘7 1
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Reduced sample space

We reduced our world to the event we were given:
F = {first die shows 5} = {(5, 1), (5, 2), ..., (5, 6)}

Definition

The event that is given to us is called a reduced sample space.
We can simply work in this set to figure out the conditional
probabilities given this event.

The event F has 6 equally likely outcomes. Only one of them,
(5, 3), provides a sum of 8. Hence the conditional probability is :.
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Definition of conditional probability

The question can be reformulated.
E = {the sum is 8} = {(2, 6), (3, 5), ..., (6, 2)}

“In what proportion of cases in F will £ also occur?”
“"How does probability of ‘£ and F' compare to probability of 7"

Definition
Let £ be an event with P(F) > 0.
The conditional probability of E given F is:

P(EIF) = pipy

) )

/4
"Pwmhl,ﬁvu’; £ 9.u¢3,,3F'"
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Definition of conditional probability

The question can be reformulated.
E = {the sum is 8} = {(2, 6), (3, 5), ..., (6, 2)}

“In what proportion of cases in F will £ also occur?”

“"How does probability of ‘£ and F' compare to probability of 7"
Definition

Let £ be an event with P(F) > 0.

The conditional probability of E given F is:

P(EIF) = pipy

) J

"pmh/ah(,va? L g.u&—:F"

) Yo  »
= n:F = [(glzﬁ P(E I:F) - ['E(i;::g = 4/5 -1

11/22



Axioms

Proposition

Conditional probability P(- |F) satisfies the axioms of probability:
1. conditional probability is non-negative: P(E [f > 0;
2. conditional probability of sample space is one: P(C)| F) =1;

3. for countably many mutually exclusive events E1, E>, .. .:

P(UE,- F) - ZP(E,-\F)

12/22



How to compute conditional probabilities

Corollary
» P(E°|F)=1—-P(E|F)
» P(D|F)=0
> P(E|F} =1—-P(E°|F)<1
» P(EUG|F)=P(E|F)+P(G|F)—P(ENG|F)
> IfEC G, then P(G—E|F)=P(G|F)—P(E|F)
» IfEC G, then P(E|F) <P(G|F)

BUT: Don't change the condition!
P{E|F} and P{E| F°} have nothing to do with each other.

/
\Rtauﬁ wpavl&«l *&DA % Ovimd SWMZF
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Multiplication rule

Proposition (Multiplication rule)

P(Elﬂ“'ﬁEn): P(El)-P(EQ‘El)-P(E3‘E1QE2)
o P(Ep | EL N+ 1 Epiy)
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Multiplication rule

Proposition (Multiplication rule) |

P(Elﬁ'“ﬁEn): P(El)-P(EQ‘El)-P(E3‘E1QE2)
o P(Ep | EL N+ 1 Epiy)

RM= Plgy. Pt W@) P(Cia-nE, )
) ey " Meriagy,
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Example again

Example
An urn contains 6 red and 5 blue balls. We draw three balls at
random, at once (that is, without replacement). What is the
chance of drawing one red and two blue balls?

y
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Example again

Example

An urn contains 6 red and 5 blue balls. We draw three balls at
random, at once (that is, without replacement). What is the
chance of drawing one red and two blue balls?

P(ReaBnBy) «P(B, Rin By ) P(Bin B, aRs)
= PLR1) P(R;]Ry). (B IR B, )
*PUBA)P(Ry[B,) Pl | o 1R, )
1P(Ba) PRy Ba). 3“27,‘34/\82)

- 60, ‘
- g L‘ 12& - Q'Llé e
1403 09T T
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Bayes' theorem
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Bayes' Theorem

The aim is to say something about P(F | £), once we know
P(E | F) (and other things...). This will be very useful, and serve
as a fundamental tool in probability and statistics.
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The Law of Total Probability

Theorem (Partition Theorem)

P(E) = P(E|F)-P(F) + P(E| F°) - P(F)
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The Law of Total Probability

Theorem (Partition Theorem)

P(E) = P(E|F)-P(F)+ P(E|F°) - P(F°)

Definition
Countably many events 1, F»,...form a partition of () if
F,-ﬂFJ-:(Z)and UiFi:Q

Theorem (Partition Theorem)
For any event £ and any partition 1, F», .. .. '

P(E) = ZP E|F)-P(F)
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Example

Example
According to an insurance company:

» 30% of population are accident-prone:
they will have an accident in any given year with 0.4 chance.

» 70% of population are careful.
they have an accident in any given year with 0.2 chance.

How likely is a new customer to have an accident in 20237

=4 A
(¥ 20n pl)=pAIF)- PIF) PIAIF)- ()
N4 = 0y - 03 + 02 -0F =0y

19 /22



Bayes' Theorem

Theorem (Bayes' Theorem) |

P{EIF}-P{F}
P{E|F} -P{F}+P{E|F} -P{F}

If {F;}; partitions ), then:

P{F|E} =

P{E|F;} - P{Fi}

T S SR ETRT PR

PVOO(: D?G ot COMJQ“YOV‘Q(_ PVOL + [ow 0(%4 P‘VO%B;(VLX
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3, F 24
Belief update 0< &ﬁ

o -4
Example W-ﬂq

Consider the insurance company again. Imagine it's now 2024.
We learn that the new customer did have an accident in 2023.
Now what is the chance that they are accident-prone?

P(AIE)- P(F)
PLAIF)-P(F) + P(FW‘) ~P(¥‘)

o4y - O.
" on 02 ?)2 o = 17
wleael o €

0.2 0%

PFI\A) =

P(F )

i
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Summary

» Probability: multiple ways to compute

» Conditional probability: reduced sample space,
multiplication rule

» Bayes' theorem: partition theorem, belief update
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