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Neural models and word embeddings



Classification

This is a ”end-of-sentence” token, 
it will become soon clear why we 
often should use it



Note a slight change to notation from the previous lecture

Logistic regression



Logistic regression

Note a slight change to notation from the previous lecture



Logistic regression

softmax:

Note a slight change to notation from the previous lecture



NN Classifier

We will spend a lot of time 
discussing embeddings in this 
lecture and also next week



NN Classifier

The highlighted part is the logistic regression!



NN Classifier



NN Classifier

Intuition: the representation of the document points in the 
direction of the class representation



Representation of the document

Intuition: the representation of the document points in the 
direction of the class representation



What do we optimize? (recap)
Optimize conditional log-likelihood, as with logistic regression, which is 
equivalent to using cross-entropy loss

The target distribution is one-hot: 

Recall: we derived the gradient in the previous lecture



What do we optimize?
Optimize conditional log-likelihood, as with logistic regression

(video, not visible in pdf)



Neural models for text classification



The neuron



Why the bias?



Activation functions a(z)



Sigmoid function



Visualization of a neuron



Example: 2-dimensional input



Parameter space



Input:  word embeddings



Input:  word embeddings



Composing word embedding in a doc representation



Basic models: bags of words (= Embeddings)

We will see much more power methods soon



Output:  categorical distribution



The perceptron



Reminder: Matrix-vector multiplication



Softmax activation



Schematic representation



Non-linear problems



Linear separability



Multilayer perceptron



Stacking layers



Non-linear activation functions



Example: 2-layer MLP (aka 2 layer Feed Forward)



MLP solution to XOR



Soon more power NLP models!

But we already recognize perhaps 
half of their components



Conclusions

Text classification with neural networks

• Generalization of logistic regression
• Concept of word embeddings (will see and understand them much 

more later)
• Bag-of-word models for classification

Neural networks:
• NNs are built out of neurons, a function from many input 

dimensions to one output dimension.
• A multi-layer perceptron stacks multiple layers, each consisting of 

multiple units and with a non-linear activation.
• Each layer captures useful features for the next layers.


