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Plan for today

• Discuss relation between logistics regression and 

Naïve Bayes

• Basic neural text classifiers



Classification

This is a ”end-of-sentence” token, 

it will become soon clear why we 

often should use it



Recap: Logistic regression
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Recap: Logistic regression



Recap: Logistic regression

Softmax squashes a vector of 

scores z into the range [0, 1] 

and normalizes them to sum to 

1 (thus, yielding a Categorical 

distribution)  



Recap:  mini-batch gradient 

descent

Choosing a “batch”: Indexes of a 

random subset of examples (e.g.,  

choose 10 random examples)

Sum only over examples in 

the current batch



Close to zero if the classifier confidently predicts the 

correct class

If the classifier is already confident, gradient is close to 0 

and no learning is happening

Gradient for LR: recap



Relation to Naïve Bayes

Naïve Bayes can also be interpreted as a linear classifier, as decision 

boundaries are linear when expressed in terms of log-probabilities of 

the features.



Relation to Naïve Bayes



Relation to Naïve Bayes

If the features were truly conditionally independent (a condition that 

rarely holds in practice), NB would converge to the same decision 

boundary as LR, given enough training data.*

* i.e. models’ predictions will be the same but not necessarily the weights 

corresponding to individual features are the same



Schematic view of logistic 

regression

Some manual features 

(e.g., bag of words)

I like the cat  <eos> Input text

Vectors for 

each class

Scores for 

each class

Probability 

distribution over 

classes

Feature representation 

of text

Bias (scalar) for each class,  makes it easier to encode 

class priors (no need for f3 = 1 from NB example)



Data efficiency of LR vs NB



Cons of LR



Robustness of LR



Robustness of LR (2)



Plan for today

• Discuss relation between logistics regression and 

Naïve Bayes

• Basic neural network classifiers



Neural models and word embeddings



NN Classifier

We will spend a lot of time 

discussing embeddings in future 

lectures



NN Classifier

The highlighted part is the logistic regression!



NN Classifier



NN Classifier

Intuition: the representation of the document points in the 

direction of the class representation



Reminder: Matrix-vector multiplication



Representation of the document
Matrix W and vector b 

are the parameters of 

the linear layer



Representation of the document

Intuition: the representation of the document points in the 

direction of the class representation

Matrix W and vector b 

are the parameters of 

the linear layer



What do we optimize? (recap)

Optimize conditional log-likelihood, as with logistic regression, which is 

equivalent to using cross-entropy loss

The target distribution is one-hot: 

Recall: we derived the gradient in the previous lecture



What do we optimize?

Optimize conditional log-likelihood, as with logistic regression

(video, not visible in pdf)

Recall, we derived last 

time that gradient 

updates to results in 

these decreases / 

increases 



Neural models for text classification



The neuron



Why the bias?



Visualization of a neuron

Activation function (some times 

we call it just non-linearity)



Activation functions a(z)

Softmax with 2 classes is equivalent to sigmoid (a small 

exercise: check that this is true; first it may seem to you 

that softmax has more parameters)



Sigmoid function



Example: 2-dimensional input



Parameter space



Back to text models



Input:  word embeddings



Input:  word embeddings



Composing word embedding in a doc representation

To construct the representation of a document length n−1, we could just 

concatenate the encodings (aka embeddings) of the corresponding 

words:

This may not be a great idea as the document length can be very long 

and the number of words varies across documents.

So not really what we do for classification (but this architecture will 

make much more sense when we get to 'language modelling’, i.e., 
predicting next word).



Basic models: bags of words (= Embeddings)

We will see much more powerful approaches soon



Schematic representation



Perceptron

Neural networks consisting of a linear layer (or multiple linear layers without non-

linear activations in between) is called perceptron.

The networks on the previous slide is a perceptron (though not a general one, due 

to the summation in the first layer).

Logistic regression is (effectively) a perceptron.1 

1when we talk about LR, we imply the specific training objective (cross entropy), whereas 

“perceptron” may also refer to the same linear mode trained with a different training algorithm 

/ using different loss (perceptron algorithm)



Non-linear problems



Linear separability



Multilayer perceptron



Stacking layers



Non-linear activation functions



Example: 2-layer MLP (aka 2 layer Feed Forward)



MLP solution to XOR



Soon more power NLP models!

But we already recognize perhaps 

half of their components



Conclusions

Text classification with neural networks

• Generalization of logistic regression

• Concept of word embeddings (will see and understand them 

much more later)

• Bag-of-word models for classification

Neural networks:

• NNs are built out of neurons, a function from many input 

dimensions to one output dimension.

• A multi-layer perceptron stacks multiple layers, each consisting 

of multiple units and with a non-linear activation.

•  Each layer captures useful features for the next layers.
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