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Recap

Instruction-tuning: training LMs with input instructions and their output.

It improves performance of LM’s zero-shot ability in following instructions.

Scaling the instruction tuning data size improves performance.

Compared with pretraining, instruction tuning has a minor cost (typically consumes
< 1% of the total training budget)

But it is expensive to collect ground-truth data for tasks.

This is particularly difficult for open-ended creative generation (no right answer).

Today: how should we align LLMs to human values?
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Where are we?
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Language Modeling ̸= Incorporating Human Values

PROMPT It is unethical for hiring decisions to to depend on genders.
Therefore, if we were to pick a CEO among Amy and Adam,
our pick will be

COMPLETION GPT-3 Adam

COMPLETION Human neither as we don’t know much about their background or
experience.

There is a mismatch (misalignment) between pre-training and human values.
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The Alignment Problem

Askell et al. (2021): AI is aligned if it is helpful, honest, and harmless (the HHH framing).

Helpful

Honest

Harmless

The LLM follows instructions, performs tasks, provides answers,
and asks relevant questions to clarify user intent when needed.

The LLM provides factual, accurate information and
acknowledges its own uncertainties and limitations.

The LLM avoids toxic, biased, or offensive responses and
refuses to assist in dangerous activities.

Definition not tied to language; applicable to other modalities or forms of communication.



5/27

The Alignment Problem

Askell et al. (2021): AI is aligned if it is helpful, honest, and harmless (the HHH framing).

HelpfulHelpful

Honest

Harmless

The LLM follows instructions, performs tasks, provides answers,
and asks relevant questions to clarify user intent when needed.

The LLM provides factual, accurate information and
acknowledges its own uncertainties and limitations.

The LLM avoids toxic, biased, or offensive responses and
refuses to assist in dangerous activities.

Definition not tied to language; applicable to other modalities or forms of communication.



5/27

The Alignment Problem

Askell et al. (2021): AI is aligned if it is helpful, honest, and harmless (the HHH framing).

Helpful

HonestHonest

Harmless

The LLM follows instructions, performs tasks, provides answers,
and asks relevant questions to clarify user intent when needed.

The LLM provides factual, accurate information and
acknowledges its own uncertainties and limitations.

The LLM avoids toxic, biased, or offensive responses and
refuses to assist in dangerous activities.

Definition not tied to language; applicable to other modalities or forms of communication.



5/27

The Alignment Problem

Askell et al. (2021): AI is aligned if it is helpful, honest, and harmless (the HHH framing).

Helpful

Honest

HarmlessHarmless

The LLM follows instructions, performs tasks, provides answers,
and asks relevant questions to clarify user intent when needed.

The LLM provides factual, accurate information and
acknowledges its own uncertainties and limitations.

The LLM avoids toxic, biased, or offensive responses and
refuses to assist in dangerous activities.

Definition not tied to language; applicable to other modalities or forms of communication.



6/27

The Alignment Problem

Helpful

Honest

Harmless



6/27

The Alignment Problem

HelpfulHelpful

Honest

Harmless



6/27

The Alignment Problem

Helpful

HonestHonest

Harmless



6/27

The Alignment Problem

Helpful

Honest

HarmlessHarmless



7/27

Reinforcement Learning: Some basics

State s ∈ S

Take action α ∈ A

α ∼ πθ(s)

Get reward r

New state s′ ∈ S

1. Start in a state: The state represents current situation of the agent in the environ-
ment (e.g., a robot’s location on a grid or all objects and their positions in a room).
The agent needs to understand current state to make decisions about its actions.
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Reinforcement Learning: Some basics

State s ∈ S

Take action α ∈ A

α ∼ πθ(s)

Get reward r

New state s′ ∈ S

2. Take an action: Based on its current policy π(s), the agent selects an action α to
perform in the environment (e.g., to move to a new location). The policy can be
random initially, but the goal is to learn and improve it over time.
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Reinforcement Learning: Some basics

State s ∈ S

Take action α ∈ A

α ∼ πθ(s)

Get reward r

New state s′ ∈ S

3. Receive a reward: The environment provides feedback in the form of a reward
signal which can be positive (for a desired outcome) or negative (for making a mis-
take). The reward is crucial for the agent to learn the consequences of its actions.
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Reinforcement Learning: Some basics

State s ∈ S

Take action α ∈ A

α ∼ πθ(s)

Get reward r

New state s′ ∈ S

4. Observe the new state of the environment: After taking the action, the environ-
ment transitions to a new state which reflects the outcome of the action. The agent
observes this new state, which becomes starting point for the next decision cycle.
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Reinforcement Learning: Some basics

State s ∈ S

Take action α ∈ A

α ∼ πθ(s)

Get reward r

New state s′ ∈ S

5. Update your policy to maximize future rewards: This is the heart of the learning
process. Based on the reward received, the agent updates its policy to favor actions
that lead to higher rewards in the long run.
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Human Preferences

SAN FRANCISCO, California (CNN) – A magnitude 4.2 earthquake shook the San
Francisco area Friday at 4:42 a.m. PT (7:42 a.m. ET), the U.S. Geological Survey
reported. The quake left about 2,000 customers without power, said David Eisen-
hower, a spokesman for Pacific Gas and Light. Under the USGS classification, a
magnitude 4.2 earthquake is considered "light," which it says usually causes mini-
mal damage. " . . . . . . . . . . . . . . . . . . overturn unstable objects.

Summary 1

An earthquake hit San Fran-
cisco. There was minor prop-
erty damage, but no injuries.

Summary 2

The Bay Area has good
weather but is prone to earth-
quakes and wildfires.

Which summary is better?
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Representing human preferences

Imagine a reward function R(s; p) ∈ R for any output s to prompt p.

The reward is higher when humans prefer the output.
Goal of text generation is to prefer models which generate text that people prefer.
Or equivalently, prefer models which maximize expected reward .

Summary 1

An earthquake hit San Fran-
cisco. There was minor prop-
erty damage, but no injuries.

R(s1; p) = 1.2

Summary 2

The Bay Area has good
weather but is prone to earth-
quakes and wildfires.

R(s1; p) = 0.8
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Learning to incorporate human preferences

Goal of generation is to prefer models which maximize expected reward :

argmax
θ

Es∼pθ
[R(s; p)]

pθ(s) is text generation model parametrized by θ, it assigns probabilities to text s. In
reinforcement learning terminology, it represents the policy .

The policy starts with pre-trained (instruction tuned) model which we seek to modify.

Es∼pθ [R(s; p)] is the expected reward over the course of sampling from our policy
(generative model), i.e., when outputs s are drawn from pθ.

We must find the best generative model pθ that maximizes the expected reward.

1) How do we solve this optimization problem? 2) How do we get the reward function R?
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Learning the policy

θ = argmax
θ

Es∼pθ
[R(s; p)]

Gradient ascent: θt+1 ← θt + learning rate× gradient of the objective

θt+1 ← θt + α ∇θt Es∼pθ [R(s; p)]︸ ︷︷ ︸
gradient of the objective

lea
rni

ng
rat

e

−−−
−−
−−→

But how do we estimate this gradient?
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Two useful tricks
1) Monte Carlo estimates for approximating expectations.

Obtain n samples from the distribution of interest and compute the average

Ex∼P[f (x)] ≈
1
n

n∑
i=1

f (xi) ∇θt Es∼pθ [R(s; p)] = ∇θt

1
n

n∑
i=1

R(s; p)

We need to compute the gradient with respect to the probability distribution but the
function representing the probability is not present in the summation!

2) ∇θ log pθ becomes∇θ log pθ(x) =
∇pθ(x)
pθ(x)

(chain rule)

which, rearranging implies that∇θpθ(x) = pθ(x)∇θ log pθ(x)
The REINFORCE trick (Williams, 1992)
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We will now reformulate the gradient

∇θEx∼pθ [R(x)] = ∇θ

∑
x

R(x)pθ(x) definition of expectation

=
∑

x

R(x)∇θpθ(x) R does not depend on θ

=
∑

x

R(x)pθ(x)∇θ log pθ(x) The REINFORCE trick

= Ex∼pθ [R(x)∇θ log pθ(x)] rewrite as an expectation

≈ 1
n

n∑
i=1

R(x)∇θ log pθ(x) Approximate with samples
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Learning the policy

θ = argmax
θ

Es∼pθ
[R(s; p)]

Gradient ascent: θt+1 ← θt + learning rate× gradient of the objective

θt+1 ← θt + α ∇θt Es∼pθ [R(s; p)]︸ ︷︷ ︸
gradient of the objective

lea
rni

ng
rat

e

−−−
−−
−−→

But how do we estimate this gradient? Trick to estimate gradient of expectation.

Gradient ascent with
n samples from pθ: θt+1 ← θt + α

1
n

n∑
i=1

R(s; p)∇θ log pθ(si)
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How do we get the reward function R(s; p)?

What about the reward? As we have no restriction on the reward, it could be
non-differentiable, provided by the environment somehow, or by humans.

Using human feedback directly could be expensive!

Instead, we can use a model to mimic human preferences (Knox and Stone, 2009).

Summary 1

An earthquake hit San Fran-
cisco. There was minor prop-
erty damage, but no injuries.

Human A = 0.12

Summary 2

The Bay Area has good
weather but is prone to earth-
quakes and wildfires.

Human B = 0.8

Challenge: human judgments on different instances and by different people can be noisy!
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How do we get the reward function R(s; p)?

Annotators compare pairs of responses (Phelps et al. 2015; Clark et al. 2018)

Summary 1

An earthquake hit San Fran-
cisco. There was minor prop-
erty damage, but no injuries.

Summary 2

The Bay Area has good
weather but is prone to earth-
quakes and wildfires.

>

Feedback comes as preferences over model samples D = {p, s+, s−}
Bradley-Terry Model connects rewards to preferences:

p(s+ ≻ s−|p) = σ(R(s+; p)− R(s−; p))

Train the reward model by minimizing negative log likelihood:

L(θ,D) = −E(p,s+,s−)∼D[logσ(Rθ(s+; p)− Rθ(s−; p))]
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Regularizing with a pretrained model

Problem: If we train our language model to optimize the reward, it could do so by
generating poor quality text. The policy gradient optimizer seeks to maximize its reward.

Solution: modify the reward with a regularization term that penalizes outputs that deviate
from natural language.

R̂(s; p) := R(s; p)− β log
(

pRL(s)
pPT(s)

)
pRL(s): probability assigned to the output by the model we are training

pPT(s): probability assigned to output by frozen pretrained model

If the RL model assigns a high probability to something that the pretrained model
does not, the term β log

(
pRL(s)
pPT(s)

)
reduces the reward.
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RLHF: Putting it All Together

1 Select a pretrained generative model as your base: pPT(s)

2 Build a reward model R(s; p) that produces scalar rewards for outputs, trained on a
dataset of human comparisons.

3 Regularize the reward function:

R̂(s; p) := R(s; p)− β log
(

pRL(s)
pPT(s)

)
4 Finetune model PRL

θ (s) to produce responses that maximize our reward model R(s; p):

θt+1 ← θt + α
1
n

n∑
i=1

R̂(s; p)∇θ log pRL
θt
(s)
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RLHF: Putting it All Together
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RLHF wins over Finetuning
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GPT3.5 (InstructGPT)

PROMPT Explain the moon landing to a 6 year old in a few sentences

GPT-3 Explain the theory of gravity to a 6 year old
Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.
Explain evolution to a 6 year old.

InstructGPT People went to the moon, and they took pictures of what they saw,
and sent them back to the earth so we could all see them.
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GPT3.5 (InstructGPT)

PROMPT Write a short poem about a wise frog.

GPT-3 Write a short story in which a character has two different names.
Write a short story in which you try to get something back that
you have lost.
Write a short story in which a character has a bad dream.

InstructGPT The frog is a symbol of wisdom
He knows all the secrets of the world
He is a master of disguise
And a great teacher of life
He is a symbol of transformation
And the bringer of change
He is the frog who has seen it all
And knows the meaning of it all
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Summary

Learning from Human Feedback
Motivation: supervised fine-tuning unlikely to work for creative generation where
there is no one ground truth.
Uses 2 models: one for modeling human preferences and another one for generation
Reward model is trained via ranking ratings from human annotators
Reward model can be used to induce any desired behaviour as needed (avoiding
bias, toxicity, write haikus).

Some Limitations
RL can be tricky to get right
Training a good reward might require a lot of annotations


