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Introduction

Week 8 extends on clustering from Week 7 and speaks on how to create multi-
level hierarchy of clusters and introduces one of the most simple dimensionality
reduction techniques - Principal Component Analysis.

Principal Component Analysis (PCA) is an unsupervised method to reduce the
number of dimensions/features such that the reduced number of dimensions still
contain most of the information from the large set.

Hierarchical Clustering is an extension to the basic clustering techniques dis-
cussed in Week 7. Hierarchical clustering uses two methods of clustering - joining
nodes to form multi-level clusters, and splitting big clusters into smaller units.
These methods are called agglomerative and divisive clustering respectively.
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Principal Component Analysis

A primer for dimensionality reduction techniques and an introduction to
various techniques can be found in this article.

One of the key concepts behind the need of PCA originates from the idea
of The Curse of Dimensionality. [ ] explains the concept
in Section 1.4 and this video playlist provides a very intuitive guide to the
problems relating to the curse of dimensionality.

Details of the mathematics behind PCA can be found in Section 15.2 of

[2012].

[ ] is a very good paper to read about PCA and
understand it using examples. Section 2a of this paper gives key insights
into how PCA is used for data analysis. This is supported by the example
provided in Section 2b.

A simpler explanation of PCA with code [Matlab & Python] is provided
in Section 2 of this article. This article also talks about projection in other
dimensions.


https://towardsdatascience.com/dimensionality-reduction-for-machine-learning-80a46c2ebb7e
https://www.youtube.com/playlist?list=PLDZHqgbzmS1INau735sRghkyz4SJLX_Kv
https://www.inf.ed.ac.uk/teaching/courses/mlpr/2019/notes/w8a_autoencoders_pca.html
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Often while reading about PCA, the term eigen decomposition will come
up. To understand the role eigen values and eigen decomposition plays in
PCA, please use this article.

Singular Value Decomposition is a method to perform PCA and this article
talks about the fundamentals of SVD. This explanation here is a very good
mathematical explanation of how SVD and PCA are related.

Linear Discriminant Analysis (LDA) is a supervised method of dimension-
ality reduction which uses class information and a Gaussian distribution
assumption to project to a lower dimension. Please use this article to
know more about Fisher’s Linear Discriminants.

A very succinct introduction of LDA is provided in this article. To read
about it in depth, please use [ ] Section 16.2.

A comparison between PCA and LDA is provided in this article.

Hierarchical Clustering

Need of Hierarchical Clustering:

— No assumptions need to be made about the number of clusters.

— The generated dendograms tend to correspond to meaningful tax-
onomies.

Types of Hierarchical Clustering:

— Agglomerative Hierarchical Clustering: Initially each data point is
considered as an individual cluster. At each iteration, the similar
clusters merge with other clusters until one cluster or K clusters are
formed.

— Diwvisive Hierarchical Clustering: All the data points are considered a
single cluster and in each iteration, data points which are not similar
are separated from the cluster. Each data point which is separated
is considered as an individual cluster.

To have a deeper understanding of agglomerative clustering, please refer to

[ | which gives an introduction to low complexity methods
like CURE, BIRCH, and linkage algorithms like SLINK, AVELINK
and CLINK.

The algorithm for divisive clustering is as follows [2018]:

1. Splitting procedure for the subdivision of clusters into two sub-clusters
2. Local evaluation of the bipartitions resulting from the tentative splits

3. Formula for determining the node levels of the resulting dendrogram


https://blog.clairvoyantsoft.com/eigen-decomposition-and-pca-c50f4ca15501
https://towardsdatascience.com/svd-8c2f72e264f
https://math.stackexchange.com/a/3871
https://sthalles.github.io/fisher-linear-discriminant/
https://medium.com/@srishtisawla/linear-discriminant-analysis-d38decf48105
https://sebastianraschka.com/Articles/2014_python_lda.html#a-comparison-of-pca-and-lda

° [ ] provides a very good explanation of divisive clustering ex-
plaining each of the steps of the algorithm and exploring the different
methods employed at each step.

e Section 2.1 of this article gives a very good intuition of Ward’s method.
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