
 

Foundations of Data Science:
Logistic regression



Overview

- Principle of Logistic Regression

- Interpretation of Logistic Regression coefficients

- Multiple Logistic Regression

- Logistic Regression as a classifier

- (Maximum likelihood estimation of Logistic regression
   coefficients)
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Logistic regression - 
Principle of logistic regression



Supervised classification

Not approved

Binary (or
dichotomous)
response
variable:
Credit

Approved



Classification task on one continuous variable







Logistic function



Application to continuous variable in credit example



Binary variables: odds and odds ratios
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Interpretation of logistic regression
coefficients



Interpretation of





Log odds



Logit scale
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Multiple logistic regression



Principle of multiple logistic regression



Multiple logistic regression applied to the credit example



Bootstrap confidence intervals

Does age affect credit approval?
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The logistic regression classifier



Converting logistic regression to a classifier



Decision boundary



Ethics: logistic regression can be transparent

Credit scoring system:

• If you are in employment you score 1.625, if not you score 0

• Multiply your age by 0.029 and add the result to your score

• Round your income to the nearest 1000.
   Multiply the number of zeros in this figure by 0.320 
   and add the result to your score

• If you scored more than 2.246, your credit will be approved

Cf. "Promote Values of Transparency, Autonomy and
Trustworthiness" (Vallor, 2018)



Logistic regression versus k-NN

Decision boundary, flexibility/over-fitting, transparency

Standardised input variables



Summary

- Interpret    and     in terms of log odds

- Extend logistic regression to multiple variables

- Use logistic regression as a classifier

- Not covered (yet): derivation of logistic regression
   from principle of max likelihood
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Maximum likelihood estimation of
logistic regression coefficients





Likelihood of one point



Assumption: responses are independent, given value of
predictor variables

Likelihood of data given model



Likelihood of data given model



https://covid.joinzoe.com/


