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Announcements

- Updated version of lecture notes
- Causal inference material from lectures
- K-NN regression and evaluation from lectures
- Fixed/improved PCA errors (thanks for student input)
- Fixed more errors reported by students and us

- Comprehension Questions prize draw
- Please do 2 sets comprehension questions by 4pm on Tuesday
to be entered in draw announced on Wednesday



Week 2 workshops

- Paper discussed in this week's workshops will appear on exam
- Not all concepts yet covered, but:
- 'prospective study’, "confounders”: see Ch 6 of Lecture notes and
related lecture
- 't-tests’ - a statistical test for if the difference in two means is
significant (big t, low p-value): see Ch 18 of lecture notes
- "chi squared" X * test: are the two quantities indepdent of each
other (ch 17 off LNs). Big % low p-value -> not independent
- "odds ratio" - how much more likely is one outcome than another

1 = the same ; >1 more likely - see Ch 20 of LNs



Plan for statistical inference

V1. Randomness, sampling and simulations (S2 Week 1)
2. Estimation, including confidence intervals (S2 Week 2)
3. Hypothesis testing (S2 Week 3)

4. Logistic regression (S2 Week 3)
5. A/B testing (S2 Week 4)




Last lecture...

1. Sampling
- random
- non-random

2. Inference on testing the hypothesis
that the coin is biased
- Statistical simulations

3. Sampling distributions of statistics
- mean, variance, median

4. Sampling distribution of the mean in
large samples
- Central Limit Theorem

Simulation of tossing unbiased coin
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Today

- Big idea: method to determine how precise our estimate
of the average age of 2p coin is

- Steps:
1. Concepts of parameters and estimators
2. Sampling distribution of the estimator gives indication

of uncertainty in estimate
3. First attempt at theoretical method of getting confidence

interval

- worked example
4. Theory on bias and variance of estimators
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Non-countable populations

Coin tossing
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Estimation problems

1. Construct a point estimator for parameter of population
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Two methods to estimate confidence intervals

1. Theoretical method (start this lecture, finish next)
- works for some parameters and estimators

2. Statistical sampling (next lecture)
- works for some parameters and estimators that the
theoretical method doesn't work for
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Coin year point estimation and confidence interval example

What is the point estimator of the mean age of the coins?
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Exercise: Suppose we had only 5 samples: T: M9¢-8 ¥ 7 _2

1975, 1984, 1998, 2008, 2014
What is the point estimate of the mean and the SEM? ['766’ T 52003 '>
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It you know how to do the above, try computing the same for:
2003, 2004, 2006, 2006, 2008




Graphical representation of confidence intervals
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Confidence intervals from different samples
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Remaining question for next lecture

How do we calibrate the width of the confidence
interval so that there is a specified
chance that it encloses the true value?
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There can be more than one estimator for a parameter
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A P(’X«)




How would we estimate the first year 2p coins
were minted (made) from the population of
years of 2p coins?
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E stimation bias and variance
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Example: estimator of mean of normal distribution with
known variance
N ormet A \pution
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Examples: estimator with bias

. . . A —
Contrived estimator: f = X 4 |

Estimator of variance (see lecture notes):
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See (echre note

Bias can be helpful! See comprehension questions on
bias and variance



Example from machine learning

Suppose
1. We train k-Nearest Neighbours on some training data

2. We measure the accuracy achieved on the training set @,
3. We use this accuracy as an estimate of accuracy on
unseen data %
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Next lecture

We have only one sample.

We can't resample from the population to estimate V[ ¢]
and hence get a confidence interval

Estimates [ of the mean year of a coin u
and Cls formed by +/- 1 SEM
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2. For other estimators, we can use the boostrap method to

estimate the distribution of the estimator, and thus the
standard error of the estimator



Summary

1. Progress on estimating the uncertainty in the estimate of the

average year of a 2p coin
—stimators and parameters
ntroduction to the confidence interval - theoretical method

4. Bias and variance of estimators
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