
 

Inf2 - Foundations of Data Science:

Estimation - 

Principle of confidence intervals



Announcements

Project ideas - due Friday!

- Please contribute on the "Request for projects suggestions" Piazza post 

Workshops - hopefully they've been helpful

Lab 



Last Lecture

1. Parameter

   - value of a statistic (e.g. mean or max) in population

   - parameter in distribution (e.g. mean, variance of normal)

2. Point estimator

   - Method of converting sample into estimate of paramater

   - E.g. Mean of sample (  ) estimates mean of population

3. Point estimator is random variable

   - a different random sample from population =>

     different value of point estimator

   - But we only have one sample, so only one value

4. Idea of confidence intervals for estimator

   - based on sample standard error of estimator



Today

1. How to convert inferred sampling distribution of estimator

    into a confidence interval with a specified chance of enclosing 

    true value

2. (a) How to compute a confidence interval for mean of large sample

        - z distribution 

   (b) How to calculate a confidence interval for mean of a small sample from a

        fairly normal distribution 

        - t distribution

3. Choosing confidence levels and how much data to collect

4. Confidence intervals of parameters other than the mean

   - Bootstrap
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Principle of confidence intervals

(exemplified by the mean of a large sample)



Confidence intervals from different samples 

How do we calibrate the width of the confidence

interval so that there is a specified

chance that it encloses the true value?



eory reminder:

Standard error of the mean for known distribution variance σ 



Confidence interval of the mean of a sample from a distribution with 

unknown mean and known variance



What we expect for confidence intervals of mean of 100 samples

from normal distribution with mean 0 and variance 1



Determining the width of the interval: z-critical values
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Definition of a confidence interval for a parameter



Rearranging the confidence interval definition so that there is one random variable



How do we choose a and b for a particular estimator?
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eoretical method of estimating the

confidence interval of the mean of a large sample

or a small, near-normal sample



Distribution of T



Small sample confidence interval example



Using the t-distribution to calculate a confidence interval



Estimated standard error of them mean for distribution with

unknown variance σ 



Mean of a large sample 

For large samples 



Confidence interval for the year of a 2p coin

In a sample of 56 2p coins, the mean year of minting of the 2p

coins is 2000.8 and the sample standard deviation is 10.4. Give a

95% confidence interval for the mean year of minting in the

population of all 2p coins. 

Practice more in next week's workshop sheet



Solution



Reporting confidence intervals
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Confidence intervals are a random interval

Frequentist interpetation: If we use the same procedure to create

a           confidence interval repeatedly, in the long run the confidence 

interval will include the true value on                      of repetitions

A given interval either does or does not include the true value, but we 

don't know, and we shouldn't say it has a              chance of including

the true value



Wikimedia commons, Silberwolf, CC BY 2.5
Wikimedia commons, Kiefer, CC BY SA 2.0

What level of confidence should we choose?



By Satirdan kahraman - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=153514719

How much data do we collect?

 A question inspired by the work of "STUDENT" (aka W. S. Gosset)

in a brewery

Suppose we only want 1% of beer to be too bitter

What level of confidence should we have?

How many samples per day should we make?
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Baron Münchhausen - Wikipedia

Principle of bootstrapping

Related lab on the

bootstrap

- Treat the sample like a

   population

- Resample estimator

   from it to get

   sampling distribution

- Sample is similar

   to population for a large

   sample



Mstyslav Chernov, Wikimedia Commons, CC BY SA 3.0

E.g. Japanese restaurant reservation times



Bootstrap confidence interval for the mean



General formulation of the bootstrap



Bootstrap mean coin year



Bootstrap median coin year



Summary

1. Principle and meaning of confidence intervals

2. Confidence intervals of the mean of a large samples (n > 40)

    computed theoretically

    - z distribution

3. Confidence intervals of the mean of a small sample (n < 40) from a fairly

   normal distribution computed theoretically

    - t distribtion 

4. Confidence intervals for more types of estimator 

   computed using the bootstrap

. 


