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ntelligent Agents and their
—nvironments

» Simple reflex agents > Properties of environments

» Model-based reflex agents o Partially vs. fully observable

o Deterministic vs. stochastic

» Goal-based agents o Episodic vs. sequential

» Utility-based agents > Static vs. dynamic

> Learning agents o Discrete vs. continuous

> Single vs. multi-agent
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Problem Solving by Searching

» Problem formulation usually requires abstracting away real-world
details to define a state space that can feasibly be explored.

> Variety of uninformed search strategies:
o breadth-first, depth-first, iterative deepening

> |terative deepening search uses only linear space and not much more
time than other uninformed algorithms.
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“valuating search strategies

¥ completeness: does it always Time and space complexity are
v

y= . . 0 . 2 .
=] find a solution if one exists® measured in terms of:

o b: maximum branching factor of the
search tree

@ time complexity: number of

nodes generated / expanded

o d: depth of the least-cost solution

:‘: space complexity: maximum > m: maximum depth of the state
¥ number of nodesin memory space (may be )

% optimality: does it always

find a least-cost solution?
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Criterion Breadth- Uniform- Depth- Depth- [terative Bidirectional
First Cost First Limited  Deepening | (if applicable)
Complete? Yes“ Yes®? No No Yes“ Yes®4
Time O(b?) oL /ey om™) O(b") O(b?) O(b%/?)
Space O(b?) oM+ /<yl O(m)  O®L) O(bd) O(b%/?)
Optimal? Yes© Yes No No Yes© Yesd

Summary of algorithms

INF2D: REASONING AND AGENTS S



Informed Search

» Smart search based on heuristic scores

o Best-first search

Straight-line distanc«
© Bucharest
Arad
Bucharest
Craiova
Dobreta
Eforie
Fagaras
Giurgiu
Hirsova
Iasi

Lugoj
Mehadia
Neamt
Oradea
Pifesti

o Greedy best-first search
o A* search

o Admissible heuristics and optimality.

Rimnicu Vikea
Sibiu
Timisoara
Urziceni

Vaslui

Zerind

INF2D: REASONING AND AGENTS 6




3. Consider the following search tree in which the nodes represent states and .J
the arcs represent the moves connecting these states. Each node is labelled
by aletter. The numbers on the arcs represent the true cost of the associated
move. The numbers on the nodes represent the estimated cost of reaching
the goal state from that node.

|E2| [F1]| [e2| [Wo| [12]| [J0]

Example

In which order would the A* algorithm explore this search tree?

(1) A,B,C, D, LJ G, IL

(b) A, B, C, D, T, J.
(c) A, C,H

(d) A, D, T, J

(e) A, C, G, H
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A* search

* Evaluation function f(n) = g(n) + h(n)
> g(n) = cost so farto reach n
o h(n) = estimated cost from n to goal

o f(n) = estimated total cost of path through n to goal

* Avoid expanding paths that are already expensive
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—xample

4+4=8 5+2=7 4+2=56
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—xample

4+2=56

1:2 J:0 4+4=8
4 + 2 + 2 = gGoal
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—xample

4+2=56

B:4

4+4=8 2

G:2 H:0 1:2 J:0 4+4=8

_ Goal 4 + 2 + 2 = 8Goal
54+42+2 95+2+O=7
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3. Consider the following search tree in which the nodes represent states and .J
the arcs represent the moves connecting these states. Each node is labelled
by aletter. The numbers on the arcs represent the true cost of the associated
move. The numbers on the nodes represent the estimated cost of reaching
the goal state from that node.

|E2| [F1]| [e2| [Wo| [12]| [J0]

Example

In which order would the A* algorithm explore this search tree?

(1) A,B,C, D, LJ, G, IL

) A B, C D, TLJ.
(c) A, C,H

(d) A, D, T, J

(e) A, C, G, H
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Smart Searching Using Constraints

» Constraint Satisfaction Problems (CSPs):
o states defined by values of a fixed set of variables

o goal test defined by constraints on variable values
» Backtracking = depth-first search with one variable assigned per node.
» Variable ordering and value selection heuristics help significantly.
» Forward checking prevents assignments that guarantee later failure.

» Constraint propagation (e.g., arc consistency) does additional work to
constrain values and detect inconsistencies.
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Adversarial
Search

» Minimax assumes that both
players play optimally

. A11 A12 A13 A21 Azz Aza A31 Aaz A33
» Informally: Each agent is

making its decision for the next A A ]\ A A ]\ A A }\
move based on the assumption
that the other agent is playing as utility values for MAX
well as it can.
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Adversarial Search (Contd)

» a-B Pruning and its properties

» Reasoning about relevant computations only enables search space to
be pruned.

» How to deal with deep trees: need for evaluation functions.
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