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Abstract

This review paper provides a new perspective combining actual examples and a step-by-
step process of exploration of the causes of AI sexism from three perspectives: academia,
industry and commerce. The purpose of the paper is to call attention to gender discrim-
ination in AI and propose solutions at the technical level from improving algorithms and
building more balanced data sets, and at the social level from improving the transparency of
algorithms by law regulation and education as a fundamental change to the current situation.
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1 Introduction

1.1 background

The original gender inequality occurred when mankind started a more stable agricultural settle-
ments about 5000-8000 years ago in Neolithic Iberia, which caused society dominated by man
for a long period [1]. Although the obvious and substantial progress had been made recently,
for example, a composite gender equality index covering 129 countries in four fields including
health, household, politics and socioeconomic from 1950 to 2003 proved it [2], the gender in-
equality still exists in some special areas like Saudi Arabia influenced by special cultural contexts
that males and females get education in separate institutions [3].
Since the artificial intelligence (AI) was defined and the program which is considered as the first
one was presented in Dartmouth Summer Research Project in 1956, which predicted what AI
should be like in next 50 years [4], the gender discrimination has become a widespread concern
with the advent of artificial intelligence because instead of reducing sexism in society, it has
widened the inequality between men and women.
Up to now, most of the articles and studies have only gone so far as to exposing the appearance
of sexism in AI and have not thought deeply about the reasons for it. Furthermore, there are
also many articles that focus on the study of AI algorithms and data, which contain a lot of
complex mathematical formulas, which are highly technical for general readers without com-
puter science or AI background and can only be understood by people within the professional
field.

1.2 motivation

Widespread social discrimination existed before the advent of AI, and historical and sociological
literature reveal the reasons behind these phenomena, which could also be the real cause of AI
bias towards gender, since AI bias may come from inherent human prejudices. In addition,
the application areas of AI are so broad that the phenomena and causes of discrimination vary
across different fields, the most popular areas will be supported by examples and specific data
including language, text and images are chosen to study and discuss. The direct cause of bias
affecting AI can be algorithms, data collection, or other parts from the process, and the under-
lying cause can also be humans’ own biases. One of the research motivation is to analyze the
reasons and causes for the surface of the gender bias.
It is important that women are at heart of those defining the concept of equity. The other
motivation of the research is to call social attention to gender inequality in the field of AI and
advance women’s career in AI preventing the undermining of advances in gender equality that
have been supported by decades of feminist thinking, which is being inspired by the unfair
treatment results of women using AI technologies.
This paper will combine social factors of the algorithms and data collection principles of AI
to provide an easy to understand and extensive theory to both people with computer science
background and those who are not in the professional field. Besides, the paper will focus on
ethics, fairness, transparency, collaboration, trust, accountability and morality in AI not techni-
cal mathematical knowledge. The motivations mentioned above are concluded with two specific
questions that will be discussed and analyzed deeply in the fields of natural language process-
ing (NLP) and facial recognition, which will infer the real reasons for gender discrimination
expansion.

1. “What are the direct and underlying causes of gender bias in AI?”
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2. How gender bias can be reduced through improvements to AI algorithms and effective
measures in the real world

The inherent bias against women represented by AI in academia in general [5][6][7][8][9][10][11],
the more direct discrimination against women in industry [12][13][14][15][8][16] and the unfair
advertising as well as price discrimination used against women in business [17][18][19][20] pro-
vide the evidence and motivation to support this paper. In terms of facial recognition and
image processing, data collection is the core part where bias appears often, for example, unbal-
anced data always lead to unfair judgement, and theoretical basis have been taken into account
by recent researches [21][22][23][24]. Also, the new effective terminologies such as debiasing
variational autoencoder and adversarial methods combined with CRF were proposed to reduce
gender disparities in data balance and algorithm, and the results were better than the current
approaches [25][26]. The theoretical guidance of flaws in the NLP has been introduced in [14],
and researchers’ analysis of NLP algorithms to suggest solutions that can effectively reduce
gender discrimination, one of which is loss function combined with CDA [27].

2 Paper organization

This section provides the reader with a brief overview of the structure and gives a clear guide to
the main topic or subtopic in each section. The whole paper consisting of four sections which
are introduction, fields that gender discrimination exists, reasons and causes, improvements,
and conclusion.

• Section 1 introduction contains background and motivation. Background describes his-
torical roots of gender discrimination, the social reality of gender discrimination in recent
years and the concept of artificial intelligence as well as the development of AI. Also, the
limitations of the previous articles are revealed briefly in this part. Motivation is the es-
sential part which explains two questions related to the main topic and appropriate paper
selection.

• Section 2 fields that gender discrimination exist has three subsections which are academia,
job marketing and crime detection, which attempt to describe examples of AI sexism in
various areas of life to illustrate how widespread this phenomenon is.

• Section 3 reasons and causes consists of two subsections including data collection bias and
inherent human prejudices. There are many potential parts that can lead to AI sexism
and these factors will be pointed out in this section.

• Section 4 Improvement proposes specific measures containing building a fairer data set,
improving algorithmic transparency and education development to address each of the
possible causes of AI gender discrimination analysed in the previous section.

• Section 5 is the conclusion.

The connections between each section are organized tightly to capture the main topic, and pro-
gresses from the current phenomenon of gender discrimination to the imbalance in algorithms
and data collection behind it and to deep bias from human being, exploring the most funda-
mental causes. AI is a mature technology field and AI discrimination is a widely discussed
issue, with many articles providing theoretical support and data evidence. The purpose of the
paper is to provide a fresh perspective by surveying previous researches in a simpler and more
accessible way, and to remedy and improve on the gaps of previous researches.
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3 Fields that gender discrimination exist

The truth is that AI is sweeping into every aspect of our lives such as shopping, job hunting,
prisoner trials, etc. In terms of gender, the fact that AI is currently a male-dominated field has
made many AI genetically sexist. This section will describe examples of gender discrimination
related to AI in different fields.

3.1 Academia

Gender discrimination and prejudice are deeply entrenched in academia, even in the West, where
awareness of gender equality is higher and mechanisms are relatively more robust. ”Experienc-
ing a hostile departmental climate, feeling isolated and invisible, and encountering little or no
transparency in departmental decision making facilitates conditions that increase the likelihood
of a woman leaking from the pipeline before, during and after tenure decisions are made.” shows
there are inherent systemic disadvantages of women in the academic field [5]. This is reflected,
for example, on the fact that female teachers are less likely to be promoted in the teaching sys-
tem than male teachers and receive more negative feedback on student evaluation from mixed
teaching teams [6]. Also, Women PhDs in chemistry face more barriers to their studies, such
as lack of mentorship, feeling isolated, and the need to make extra sacrifices on top of their
scientific work to meet the traditional gender division [7].

Widespread sexism in academia has led to women in AI field not being except and even more
serious. Compared to organic science, women are still very underrepresented in the research
of Technology, Engineering, and Mathematics Education. At the time of writing, only 18% of
the world’s top AI academic conferences are attended by female authors; only 20% of global
professors in AI are women [8]. And the UK is one of the worst areas with less than 10% female
engineering professionals in Europe compared to the maximum rate of 30% [9]. According to
the government figures, the bachelor’s degrees in engineering earned by male are almost four
times than those earned by female conferred by post-secondary institutions in 2017-18 in the
US [10]. Because of the inherent patriarchy in academia, coupled with stereotypes that men
are perceived to be better suited for STEM professions, which is actually wrong [11], resulting
in women receiving unfair treatment of the academic field of AI.

3.2 Industry

Compared to academia, the gender bias in industry is reflected more frequently and directly
in the imbalance between the product itself and the gender ratio of those working in it. The
most obvious recent example is that the use of the voice assistants has risen dramatically during
the lockdown in the UK caused by COVID-19 pandemic. Most of them use a female voice as
the default option by the result that people treat computer differently and like female voice
more than male voice [12] such as Alexa and Siri which default to “female” for most languages
setting. However, they have been figured out that they have learned gender bias by using word-
embedding technology and female voice is the representative of the submission and compliance,
which is prejudice against women and also the reason for the widespread use of female voices
[13][14].

Faced with the massive amount of job seekers’ resumes, many technology companies have
started to use machine screening to replace HR’s manual screening. Among them, Amazon
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(http://Amazon.com), the largest US e-commerce brand, used AI algorithms to initially screen
candidates’ CVs when making employee hires since 2014 score resumes to reduce HR’s work.
However, in a Reuters article in 2018 [15], it was revealed that the CV screening techniques
used by Amazon during 2014-2015 were more male-biased. The reason for this was actually
quite simple, as the engineers trained the algorithm with the CVs of employees who had already
been hired by Amazon before. However, this makes Amazon’s CV screening algorithm more
biased towards male employees. Besides, as similar as the low proportion of academia, the
same urgent situation is happening to two tech giants, Facebook and Google, as only 15% and
10% of the AI research teams respectively, are women [8]. Even though women achieve nothing
less than, or even better than, men in engineering disciplines, for example, 79.8% of female
engineering students achieve a second or first class degree, compared to 74.6% of male students,
the number of women working in engineering sector was far from what we expected above, in
2018 only 12.37% of engineers were women in the UK and 21.80% of women were working in
the engineering sector. [16].

3.3 Target advertising and price discrimination

For advertisers, AI analyses users’ browsing behaviour, consumption habits and other data to
push relevant content to the audiences who are most likely to interact with it, which helps ad-
vertisers to reach precise audiences more quickly. But for customers, some of the most common
forms of AI bias follow such as sexism in targeted advertising, as well as price discrimination be-
hind big-data analysis to price products against existing customers. The gender discrimination
is mainly reflected in loss of objectivity and neutrality in the production and distribution by
programs, which ”skews” the public’s objective and comprehensive perception of information.
This skewed adv delivery was proved to be used in Facebook which allows advertisers to attract
certain users and exclude others by gender. For example, automatic advertisement system of
Facebook delivers more job ads for nurses and secretaries to women while lumber and AI related
to men [17]. Based on the wealth of data provided by users and inferred from their online activ-
ity, this powerful targeting is the key to the popularity of Facebook advertising, which accounts
for the majority of Facebook’s revenue. Besides, Google’s ads was also demonstrated to be
skewed such as showing gender discrimination and a lack of transparency through a tracking
tool called AdFisher. The data showed that when Google determined that a visitor was a male
job seeker, it was far more likely to push an ad for a high-paying executive position to him than
to a female job seeker of the same profile [18], which will increase income inequality between
men and women.

Price discrimination is originally a basic concept in the economic field and occurs generally
when two different people receive different prices for the same product. Widespread e-commerce
platforms have taken advantage of AI differentiated pricing system with big data management
and the information opacity to engage in hidden price discrimination in order to make prof-
its, which amplifies the information asymmetry that already exists and leads to the violation
of consumers’ right to fair trade, information, and even privacy. A study from Northeastern
University measured price discrimination among 16 e-commerce platforms and found that 9
out of 16 altered prices for different customers especially travel sites [19]. Similarly, dynamic
pricing may put women at a greater disadvantage than men when shopping online. According
to a study by Department of Consumer Affairs (DCA) in New York City, the women’s product
cost more than similar products of men such as personal care products and home health care
products, which are 13% and 8% higher separately [20]. The fact showed above are likely to be
exploited by e-commerce sites to raise prices for female customers.
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4 reasons and causes

AI decision-making relies on the learning of human decision-making preferences and outcomes,
and machine bias essentially projects biases rooted in social traditions. These are learned from
user interactions and re-presented nakedly to a wider audience by AI products, thus creating a
chain of bias cycles. Machines never create biases independently, and so-called discrimination
and bias are learned from several important aspects of machine learning including datasets and
human bias itself, which will be discussed in detail in this section.

4.1 data collection bias

One of the main drivers of bias in AI is training data. Most machine learning tasks are based
on large, annotated datasets. If the data set itself is not representative, it does not objectively
reflect reality which leads to inevitably unfair algorithmic decisions. A common example is
rationing bias, where datasets tend to favour more ’mainstream’, accessible groups due to the
ease of data collection, and are thus unevenly distributed at gender levels. This fact was
confirmed in the image generation study where results that there was a bias towards females
in the younger age groups can be explained by the training data containing more samples of
young women, which inferred the output distribution depends on the input training data [21].
In simpler terms, the prediction results of machine learning are always biased towards the
category with the highest number in the training set. The most well-known training dataset
for image recognition, Google ImageNet with over 1.2 million images was found that images
assigned to bridegroom from the US and Australia had higher accuracy and confidence than
those from developing countries. A third of Google ImageNet were from the US and over 60%
from the top 6 European and American countries. China and India, the two countries with the
world’s largest populations, but only a mere 3% of the data in the dataset [22]. The accuracy
(Equation 1) is meaningless if there is a severe skew in the class distributions [23], where FP
means false positives – for example, non-spam emails mistakenly classified as spam, FN means
false negatives – for example, spam emails mistakenly classified as non-spam and TP/TN means
true positives/negatives – correctly classified spam/non-spam.

Accuracy = (1− error) =
correct

total
=

TP + TN

TP + TN + FP + FN
(1)

Considering a case where AI determines whether a person is male or female, and the data set
used to train the model consisted of 98% males and only 2% females. In the case of predicting
whether a less probable event will occur or not, as well as the resume screening system designed
by Amazon mentioned in the previous section, the model prefers to predict all the testing class
as the same label as the majority class in the training set. The trained AI would be 98% ac-
curate even if it could identify all men, regardless of the 2% of women, which would be very
detrimental to the minority in the data.

The model determines element with the highest probability of occurrence, which based on
the association with the labels while extracts the labels of the elements in an image directly by
identifying the features of the image. That is a very common idea in large information-intensive
image recognition. Even in an overall gender-balanced dataset, the choice of data is also im-
portant. The degree to which labels are tied to gender can affect predictions such as standing
in the kitchen, doing housework, looking after small children are assumed to be female, while
meeting, working, playing sports are assumed to be male. Two representative image training
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datasets supported by Microsoft and Facebook, ImSitu and MSCOCO, each containing over
100 thousand images were found that more than 45% of verbs and 37% of nouns show a gender
bias. In the ImSitu where labels were prominently tied to gender, cooking” was associated with
women 66% of the time, compared to 33% for men; however, the AI trained for this dataset
predicted that cooking was associated with women 84% of the time, compared to only 16%
for men [22]. The problem that it showed a greater bias than the dataset itself is that if the
recognition is based on existing associations, then the machine may exaggerate the existing
associations in the training, thus giving a result that is more likely to be close to the ”correct
answer” in a less certain circumstance. This is known as ’overfitting’ that occurs during the
process when model is trained. The models can achieve very high accuracy in the training set,
but low accuracy in testing set which inevitably leads to various biases in reality [24]. In fact,
the data set behind almost every machine learning algorithm is biased.

4.2 inherent human prejudices

Algorithms are a mirror that reflects many of the biases inherent in human society. Natural
Language Processing (NLP) is used as the core part of voice assistant systems such as Amazon’s
Alexa and Apple’s Siri, showed a gender bias in word-embedding, where these systems often
outputs that ”a father is to a doctor as a mother is to a nurse”. Clearly, such associations
undoubtedly reflect outdated notions of a modern society [14]. AI algorithms essentially learn
from historical human behaviour and decision-making, and this notion of association in AI is
undoubtedly an inheritance of the gender bias of human society. Not only does AI’s gender bias
reflect the gender stereotypes and biases that exist on society, but AI further amplifies these
biases in the process of designing and marketing decisions. If not enough women are involved
in the sample, then there are gaps between the AI’s knowledge, which is why gender bias can
occur and humans’ own biases will be involved into the AI system.

One of the positions where women are missing is algorithm engineer. They are involved in
the whole system including setting the objectives of the machine learning, the choice of model
and data labels, pre-processing of the data, etc. Although, inappropriate setting may bring
bias from the beginning like trying to identify criminals by their faces, but a more common
substitution of personal bias occurs when data features are selected. So the engineer sets labels
on the data set to determine what algorithm will learn within that data set and what kind
of model it will generate. Amazon’s CV screening mechanism for candidates, mentioned in a
previous section, shows that if a company employs significantly more men than women, AI is
likely to correlate the attractiveness of candidates with certain factors for male candidates, or
simply eliminate those applications that have factors associated with female candidates [15]. As
algorithmic engineers are heavily dominated by men not only in academia but industry, gen-
der was considered as an important criterion [8][9][16]. The algorithm identifies this particular
attribute and builds models around it when learning past hiring decisions, which undoubtedly
affects how the algorithm reacts to the data.

For some unstructured data sets (e.g. large amounts of descriptive text, images, videos), the
algorithm is unable to analyse them directly. This is where a data annotator is needed to anno-
tate the data and distil the structured dimensions that can be used to train the algorithm. As a
simple example, sometimes Google Photos will ask you to help determine which image contains
a vehicle, and you are then involved in tagging this image. The data annotator as the processor
of the data are often asked to make subjective value judgements, which in turn can be a source
of bias. ImageNet as the world’s largest database for image recognition is a case in point where
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many of the images on the site are manually annotated with a variety of segmentation tags [22].
The way images are labelled is a product of the human worldview, and any classification system
will reflect the values of the classifier. Prejudices about different cultures and ethnicities exist
in different cultural contexts.

5 Improvements

The unknowable and untraceable algorithmic bias makes the improvements a difficult one.
Under the existing response system, technological breakthroughs, and policy regulation have
tried to address this problem from different aspects.

5.1 Algorithm and dataset improvements

If the dataset used to train a machine learning algorithm is not representative of objective reality,
the results of the algorithm from application are often discriminatory and biased against specific
groups such as women. Therefore, the most straightforward solution to algorithmic bias is to
address it at a technical level, for example by adapting an unbalanced dataset or improving an
existing algorithm.
Compared to traditional approaches CDA and REG, the new term of the loss function (Equation
2) combined with CDA was shown to have better performance in reducing gender bias for NLP
applications.

L =
1

T

T∑
t=1

LCE(t) + λLB(t) (2)

According to the data obtained from the experiments where BN and BN
c (smaller BN and BN

c

indicate a more significant reduction in bias) were used to described bias metrics, the bias is sig-
nificantly mitigated more when the value of λ in the loss function is increased from 0.01 to 2, and
the optimum is reached when λ = 1. The BN and BN

c were 0.205 and 0.145 separately, which
were smaller than BN and BN

c measured when using CDA or REG only. The result revealed
that the effect of combining CDA and the loss function where value of λ is 0.5 is more better [27].

In the field of image processing and recognition, methods for autonomous testing of datasets are
proposed. For example, debiasing variational autoencoder (DB-VEA) is a type of unsupervised
learning can automatically remove data bias from an AI system by resampling it. The model
learns not only facial features such as skin, colour and hair but also gender and age, which
brought a significant improvement in classification accuracy and reduced bias against gender
and ethnicity [26]. Also, the definition of dataset leakage (Equation 3) and model leakage
(Equation 4) were came up with to show gender bias amplification (Equation 5) in the same
accuracy.

λD(a) =
1

|D|
∑

(Yi,gi)εD

1[f(r(Yi, a)) == gi] (3)

λM (a) =
1

|D|
∑

(Ŷi,gi)εD

1[f(Ŷi) == gi] (4)

∆ = λM (a)− λD(a) (5)

where 1 is the indicator function and D is the annotated dataset.
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The combination of Adversarial Methods (adv) and conditional random fields (CRF) was shown
to reduce over 60% of bias amplification on COCO dataset compared to other two CRF-based
models including original CRF and CRF combined Reducing Bias Amplification (RBA) [25].

Correcting data proportions is another way ensuring fairness in decision making with a fairer
data source. Microsoft cooperated with experts to correct and expand the data set which
trained the Face API through Azure Cognitive Services, which provides pre-trained algorithms
to detect, recognise and analyse attributes in face images. The new data reduces the recognition
error rate of women by 9 times by adjusting the ratio of skin color, gender and age. This shows
that building more impartial data sets is undoubtedly one of the basic solutions to the bias
occurrence in algorithm part, which is the direction that many companies and academics are
working towards.

5.2 Regulation

Promoting algorithmic transparency through policy regulation and ethical guidelines is an effec-
tive way to avoid gender discrimination. The EU General Data Protection Regulation (GDPR),
which was introduced in 2018 and prohibits automated individual decision-making from being
based on special categories of personal data in Article 9 including ”racial or ethnic origin, polit-
ical opinions, religious or philosophical beliefs, or trade union membership, and the processing
of genetic data, biometric data for the purpose of uniquely identifying a natural person, data
concerning health or data concerning a natural person’s sex life or sexual orientation” [28]. The
GDPR clarified the rules and responsibilities for online service providers in the collection and
use of personal data of European users. The UK Government’s updated Data Ethics Framework
on 30 August 2018, which requires algorithms to have a certain level of transparency, account-
ability and fairness in the work with data and AI during the entire process. Transparency is the
most important attribute from the overarching principles, which means data and actions must
be published openly in a complete format [29]. Google is also responding to the need for greater
transparency by proposing Model Cards, which are evaluation reports as similar as algorithm
manuals that explain the algorithm used, its strengths and limitations, and even the results of
its calculations in different datasets [30].

5.3 Education

Currently, there is one mainstream solution to reduce gender bias, which is to consciously
increase the diversity of the AI workforce by adding more women to the AI field. However, this
approach has had little effect and does not address the underlying causes at least for the time
being. For example, even if the proportion of women in the field of AI increases, there will still be
problems such as women seldom entering senior management positions in AI-related companies,
and inequality between men and women such as gender pay. It is difficult for women to compete
with men because so few women have a true grasp of the core skills and essentials of AI, even
if gender discrimination in workplace is removed. The issue of sexism present in companies
is one of the reference elements that affect women’s choice of computer science profession. In
other words, the less respectful technology companies treat women and the fewer opportunities
they give to women, the worse women’s impression of this industry and the fewer women will
choose computer and related careers. The imbalance between men and women in technology
companies is mainly due to the imbalance between men and women in science and technology
education. According to the data shown in 3.1 section, women are very underrepresented in AI
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academia, especially in the UK [8][9]. What tech companies need to do is not necessarily to
ensure an absolute gender balance, but to keep it in a healthy range. There should also be more
diversity of the educational aspect of AI so that more social groups can join in AI learning.

6 Conclusion and Summary

This review paper draws the following conclusions from examples of actual occurrences of AI
sexism in academia, industry and business:

• The AI field has inherited inherent discrimination against women in academia leading to
an imbalance in the high proportion of male and female professors.

• The perceived submissive voice of women has been widely used in commercial products
resulting in a very low percentage of female employees in companies, especially engineers.

• Women in business are less likely to receive well-paid advertising and tend to pay more
for the same goods. Earning less and spending more results in a significant imbalance in
the distribution of wealth.

In exploring the technical reasons for gender discrimination in AI, it was found that imbalanced
datasets which were predominantly male than female, and the biased data labelling were often
the causes of gender discrimination. By examining the existing researches, the combination
of loss function and CDA methods was found to be effective in reducing gender bias in the
field of NLP and the combination of Adversarial Methods (adv) and conditional random fields
(CRF) was found to reduce gender bias amplification. These reasons come from the social
unfriendliness and disapproval of women specifically in the form of the lack of women in engineer
and label annotator positions, which can be solved by improving algorithmic transparency by
law regulation and changing education.
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