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“Correla5on does not imply causa5on”

Spurious correla5on (random coincidence) 
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Number	of	people	who	drowned	by	falling	into	a	pool

	correlates	with	

Films	Nicolas	Cage	appeared	in

Nicholas	Cage Swimming	pool	drownings

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

0	films

2	films

4	films

6	films

80	drownings

100	drownings

120	drownings

140	drownings

tylervigen.com

tylervigen.com/spurious-correla5ons

Correla5on: 66.6% (r=0.666)
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“Correla5on does not imply causa5on”

Spurious correla5on (random coincidence) 

tylervigen.com/spurious-correla5ons
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Age	of	Miss	America

	correlates	with	

Murders	by	steam,	hot	vapours	and	hot	objects

Murders	by	steam Age	of	Miss	America

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

2	murders

4	murders

6	murders

8	murders

18.75	yrs

20	yrs

21.25	yrs

22.5	yrs

23.75	yrs

25	yrs

tylervigen.com

Correla5on: 87.01% (r=0.8701)



5

“Correla5on does not imply causa5on”

Spurious correla5on (random coincidence) 

tylervigen.com/spurious-correla5ons

Correla5on: 99.26% (r=0.9926)
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Divorce	rate	in	Maine

	correlates	with	

Per	capita	consumption	of	margarine

Margarine	consumed Divorce	rate	in	Maine

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

2lbs

4lbs

6lbs

8lbs

3.96	per	1,000

4.29	per	1,000

4.62	per	1,000

4.95	per	1,000

tylervigen.com
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“Correla5on does not imply causa5on”

Reverse causa5on: 

The faster the wind-turbine rotates, the more wind is observed. 
Therefore, rota-on of turbines is the cause for winds!
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“Correla5on does not imply causa5on”

Circular/bidirec5onal cause and consequence:  
Hours spent on Ne_lix and weight gain 

Scenario 1: 
Hours spent on Ne_lix                Less ac-vity               increase in weight 

Scenario 2:  
Weight gain              exercising gets harder               more -me online as 
                                                                                       hobby

Hours Weight
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“Correla5on does not imply causa5on”

Confounding factor:  
Fever is not a cause of sneezing, they are both symptoms of flu 
(no arrow) 

Treatment & health outcome rela-onship confounded by age

T Y

W

?

Hidden variable 
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Why should we care about causa5on?

• To guide ac5ons and policies 
• To understand how and why interven5ons affect outcomes 
• Predict what would have happened under a different interven-on:  

“What if I were to act differently?”
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Why should we care about causa5on?

• To guide ac5ons and policies 
• To understand how and why interven5ons affect outcomes 
• Predict what would have happened under a different interven-on:  

“What if I were to act differently?” 

Controversial examples:  
- Biomedical: “Vaccines lead to au-sm” (no scien-fic evidence!)
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Why should we care about causa5on?

• To guide ac5ons and policies 
• To understand how and why interven5ons affect outcomes 
• Predict what would have happened under a different interven-on:  

“What if I were to act differently?” 

Controversial examples:  
- Biomedical: “Vaccines lead to au-sm” (no scien-fic evidence!) 
- Poli5cal/Economical: “increases minimum wage, increases 

unemployment (people become lazy)”
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Why should we care about causa5on?

• To guide ac5ons and policies 
• To understand how and why interven5ons affect outcomes 
• Predict what would have happened under a different interven-on:  

“What if I were to act differently?” 

Other general examples:  
- Biomedical: What drug, what dose, when, how oken, … (see later)
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“What if I were to act differently?” 
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- Biomedical: What drug, what dose, when, how oken, … (see later) 
- Poli5cal: How social media posts from famous individuals (e.g. 

celebri-es, ex-poli-cal figures, etc. ) influence elec-ons
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Why should we care about causa5on?

• To guide ac5ons and policies 
• To understand how and why interven5ons affect outcomes 
• Predict what would have happened under a different interven-on:  

“What if I were to act differently?” 

Other general examples:  
- Biomedical: What drug, what dose, when, how oken, … (see later) 
- Poli5cal: How social media posts from famous individuals (e.g. 

celebri-es, ex-poli-cal figures, etc. ) influence elec-ons 
- Environmental: Is the constant energy consump-on in region X due 

to the regions’s energy efficiency standards or due to its mild climate
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Why should we care about causa5on?

• To guide ac5ons and policies 
• To understand how and why interven5ons affect outcomes 
• Predict what would have happened under a different interven-on:  

“What if I were to act differently?” 

Other general examples:  
- Biomedical: What drug, what dose, when, how oken, … (see later) 
- Poli5cal: How social media posts from famous individuals (e.g. 

celebri-es, ex-poli-cal figures, etc. ) influence elec-ons 
- Environmental: Is the constant energy consump-on in region X due 

to the regions’s energy efficiency standards or due to its mild climate 
- Educa5on: People with feature X are more likely to obtain an 

internship in tech
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More examples: Personalised medicine

An individual is diagnosed with a par-cular disease 
 
Baseline covariants (‘features’) are measured, e.g., age, sex, BMI, … 
 
Ques5on: What treatment (A or B) is best for this individual? 
What is the causal effect of A or B on the individual’s health outcome? 
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More examples: Personalised medicine

An individual is diagnosed with a par-cular disease 
 
Baseline covariants (‘features’) are measured, e.g., age, sex, BMI, … 
 
Ques5on: What treatment (A or B) is best for this individual? 
What is the causal effect of A or B on the individual’s health outcome? 

Ideally: We wish to design a policy that maps individual’s: 

                                  Features                  Best choice: A or B   

Source of data: Biobanks (e.g. UK’s Biobank, US’s All-of-US, …) 
and electronic health records
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More examples: Gene perturba5on

Elements of Causal 
Inference, Peters et al.
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More examples: Gene perturba5on

Elements of Causal 
Inference, Peters et al.
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Pearl’s ladder of causa5on

Judea Pearl
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Simpson’s paradox

Why concluding causality from purely associa-onal measures, i.e. 
correla-on, can be very wrong (not just neutral):  
“It would have beser not to make any statements!” 

Judea Pearl: A primer



22

Simpson’s paradox

Why concluding causality from purely associa-onal measures, i.e. 
correla-on, can be very wrong (not just neutral):  
“It would have beser not to make any statements!” 

Judea Pearl: A primer
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Language of causality and the roles of variables 

“What interven-on”, “how much”, “when”, “how oken”,  “Control”, “effect 
of”, “why did”, “what if”, …   

Pa-ent: Info on DNA variants and biomarkers, traits/disease, confounders 
Clinician: Which medica-on, what dose, when, how oken, … 
 
Consider all variables affec-ng the system of interest and  
the role each plays. 

Example, blood pressure is a confounder here:

Causality language

Outcome

Blood 
pressure

Drug

Pre-treatment
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Language of causality and the roles of variables 

“What interven-on”, “how much”, “when”, “how oken”,  “Control”, “effect 
of”, “why did”, “what if”, …   

Pa-ent: Info on DNA variants and biomarkers, traits/disease, confounders 
Clinician: Which medica-on, what dose, when, how oken, … 
 
Consider all variables affec-ng the system of interest and  
the role each plays. 

Example, blood pressure is a mediator here:

Causality language

Outcome

Blood 
pressure

Drug

Post-treatment
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Language of causality and the roles of variables 

“What interven-on”, “how much”, “when”, “how oken”,  “Control”, “effect 
of”, “why did”, “what if”, …   

Pa-ent: Info on DNA variants and biomarkers, traits/disease, confounders 
Clinician: Which medica-on, what dose, when, how oken, … 
 
Consider all variables affec-ng the system of interest and  
the role each plays. 

Example, blood pressure is a mediator here: 
 
What happens when there are  
lots of variables?

Causality language

Outcome

Blood 
pressure

Drug

Post-treatment
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Conven5ons

• Variable to be manipulated: treatment (T), e.g. medica-on 

• Variable we observe as response: outcome (Y),  
e.g. success/failure of medica-on 

• Other observable variables that can affect treatment and outcome 
causally and we wish to correct for: confounders (X),  
e.g. age, sex, socio-economic status, … 

• Unobservable confounder (U)

T Y

X
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Causal effect es5ma5on

Have a prior causal knowledge (may be incomplete) and know the 
treatment/outcome pair.  
Counter example: weight gain, hours online 

Interested in es-ma-ng the effect size:  

Note: The features/confounders x for both treatment and control 
groups are drawn from the same distribu-on 
 
Goal: Find an unbiased es5mator, e.g. signal/noise ra-o

E
⇥
yt=1(x)� yt=0(x)

⇤
=

Z �
y1(x)� y0(x)

�
p(x)dx

<latexit sha1_base64="CNTViINbxAwgGG7qVRZhLzJUcvQ=">AAACNnicdZDLSgMxFIYz3q23qks3wSLUhSVTq60LQRTBjVDBWqEzDJk0bUMzF5KMdBj6VG58DnduXCji1kcwaSuo6IHAx/+fQ875/ZgzqRB6sqamZ2bn5hcWc0vLK6tr+fWNGxklgtAGiXgkbn0sKWchbSimOL2NBcWBz2nT758Zv3lHhWRReK3SmLoB7oaswwhWWvLyl06AVc/3s/Oh47NuK/UydWwPi4PdvREig8Zxjx0WKmiwmHr2uAFNzN1YQ3uQ8/IFVEKoUj1EUMNRrVaraigfoApC0NaWqQKYVN3LPzrtiCQBDRXhWMqWjWLlZlgoRjgd5pxE0hiTPu7SlsYQB1S62ejsIdzRSht2IqGfXm2kfp/IcCBlGvi60xwpf3tG/MtrJapTczMWxomiIRl/1Ek4VBE0GcI2E5QonmrARDC9KyQ9LDBROmkTwtel8H+4KZfs/VL5qlI4OZ3EsQC2wDYoAhtUwQm4AHXQAATcgyfwAl6tB+vZerPex61T1mRmE/wo6+MTNPmqUg==</latexit>

<latexit sha1_base64="OtuAGQOmwZ1kx5Uww8qocIfjDOs=">AAAB7HicdVBNTwIxEJ3FL8Qv1KOXRmKCF9IlCOuN6MUjJiIksCHdUqCh2920XSMh/AYvHjTGqz/Im//GLmCiRl8yyct7M5mZF8SCa4Pxh5NZWV1b38hu5ra2d3b38vsHtzpKFGVNGolItQOimeCSNQ03grVjxUgYCNYKxpep37pjSvNI3phJzPyQDCUfcEqMlZpx8f4018sXcAnjSq2KkSXnnufVLCmf4QrGyLVWigIs0ejl37v9iCYhk4YKonXHxbHxp0QZTgWb5bqJZjGhYzJkHUslCZn2p/NjZ+jEKn00iJQtadBc/T4xJaHWkzCwnSExI/3bS8W/vE5iBp4/5TJODJN0sWiQCGQilH6O+lwxasTEEkIVt7ciOiKKUGPzSUP4+hT9T27LJbdaql5XCvWLZRxZOIJjKIILNajDFTSgCRQ4PMATPDvSeXRenNdFa8ZZzhzCDzhvnxchjj4=</latexit>

p(x)
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Randomised experiments: Already in causal framework

In a randomised experiment, the distribu-on of the confounders p(x) is 
designed to be the same for both treatment groups (t=0 or t=1) 

Paired ‘clones’ in treatment and outcome groups 

Simply take the difference of the averages: 
 
 
 
Perform sta-s-cal test: e.g. T-test and p-values … 

�µ̂ = Ê
⇥
yt=1(x)� yt=0(x)

⇤
=

1

N

NX

i=1

�
y(i)1 (x)� y(i)0 (x)

�

<latexit sha1_base64="2VRTR7P1Q92e+bbmos2Jz/+D5A0=">AAACZnicdZHNa9swGMZldx9ttrVZy9hhF7EwSA4LcpY12SFQug12Gh0sbSF2jazIiaj8gfR6zAj9k7vt3Ev/jMqJB9vYXhD89D7vg6RHSSmFBkJ+ev7OvfsPHu7udR49frJ/0H16eK6LSjE+Z4Us1GVCNZci53MQIPllqTjNEskvkuv3jX7xjSstivwr1CWPMrrKRSoYBdeKuzb8wCXQcE3BhFllZy1RWCeJ+WhtmIjVoo4NzALb/z54vUHSYKNEszBVlJnAms821FUWG+EGr9wON3q/joMr0xeDrXeLMWndg7jbI0NCxpNjgh28m06nEwejt2RMCA6c1FQPtXUWd3+Ey4JVGc+BSar1IiAlRIYqEExy2wkrzUvKrumKLxzmNOM6MpuYLH7lOkucFsqtHPCm+7vD0EzrOkvcZPN+/bfWNP+lLSpIp5EReVkBz9n2oLSSGArcZI6XQnEGsnZAmRLurpitqcsN3M90XAi/Xor/D+ejYfBmOPoy7p2ctnHsohfoJeqjAE3QCfqEztAcMXTj7XmH3pF36+/7z/zn21Hfaz1H6I/y8R3EnLhg</latexit>

<latexit sha1_base64="B66bzxYBwZtiu/ctGwrm5aCrPmM=">AAACNHicdVBdSxtBFJ21rR9p1bR99GVoKKgPYRKiiS9FWh8KgigYFbIx3J3MJkNmdrczd4WwzI/qS39IX4rgg0V89Tc4+RBqaQ8MHM45lzv3RJmSFhm7DhZevHy1uLS8Unr9ZnVtvfz23ZlNc8NFm6cqNRcRWKFkItooUYmLzAjQkRLn0ejLxD+/EsbKNDnFcSa6GgaJjCUH9FKvfBjGBngRHgiFEA4Bi1DnzhWh/WY8n5qbM93KgQbXe8r62NZl3RVHzjn6ieLldq9cYVXGGs1dRj3Za7VaTU/qO6zBGK15a4IKmeO4V/4Z9lOea5EgV2Btp8Yy7BZgUHIlXCnMrciAj2AgOp4moIXtFtOjHf3olT6NU+NfgnSq/jlRgLZ2rCOf1IBD+7c3Ef/ldXKMW91CJlmOIuGzRXGuKKZ00iDtSyM4qrEnwI30f6V8CL4o9D2XfAlPl9L/k7N6tbZTZSeNyv7neR3LZIN8IJukRppkn3wlx6RNOPlOfpFb8jv4EdwEd8H9LLoQzGfek2cIHh4B+vStZg==</latexit>

�µ̂q
(�̂�µ)2

N

> t⇤
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Observa5onal data: What goes wrong?

p(x|t = 1) 6= p(x|t = 0)
<latexit sha1_base64="WBS66W4REKXQyW0MTnj/H3EUrYU=">AAAB/3icdVDLSgMxFM3UV62vUcGNm2AR2k3J1GrHhVB047KCfUBbSiZN29BMZkwyYmm78FfcuFDErb/hzr8x01ZQ0QMXTs65l9x7vJAzpRH6sBILi0vLK8nV1Nr6xuaWvb1TVUEkCa2QgAey7mFFORO0opnmtB5Kin2P05o3uIj92i2VigXiWg9D2vJxT7AuI1gbqW3vhZm7sT5zsrAp6A2cvVC2badRDqFC8QRBQ05d1y0akj9GBYSgY6wYaTBHuW2/NzsBiXwqNOFYqYaDQt0aYakZ4XSSakaKhpgMcI82DBXYp6o1mu4/gYdG6cBuIE0JDafq94kR9pUa+p7p9LHuq99eLP7lNSLddVsjJsJIU0FmH3UjDnUA4zBgh0lKNB8agolkZldI+lhiok1kKRPC16Xwf1LN55yjXP6qkC6dz+NIgn1wADLAAUVQApegDCqAgDF4AE/g2bq3Hq0X63XWmrDmM7vgB6y3TxImlNw=</latexit>

treatment Control

Age

✓Z
y1(x)p(x|t = 1)dx �

Z
y0(x)p(x|t = 0)dx

◆
6=

Z �
y1(x)� y0(x)

�
p(x)dx

<latexit sha1_base64="THysm4IscHt9No/tkD9LNMzeowE=">AAACTXicdVFNTxsxEPWmtND0K7THXiyiSpsDkTekTXqohODCESQCSNko8npnEwuvd2vPokQpf7CXSr31X3DhAEIILxtQW7UjWXp67814/BzlSlpk7JdXe7Ly9Nnq2vP6i5evXr9prL89sllhBAxEpjJzEnELSmoYoEQFJ7kBnkYK jqPT3VI/PgNjZaYPcZ7DKOUTLRMpODpq3IhDBQn6odRI5+PAn7Vyf/YNvwSteEZDukmXCntUmFNCIydTbNFQw9fKEUZy4lcDNit3yZQtzj5uNFmbsW7vE6MOfO73+z0HOh9ZlzEaOKmsJlnW/rjxM4wzUaSgUShu7TBgOY4W3KAUCs7rYWEh5+KUT2DooOYp2NHiPo1z+sExMU0y447b7J79vWPBU2vnaeScKcep/VsryX9pwwKT/mghdV4gaFFdlBSKYkbLaGksDQhUcwe4MNLtSsWUGy7QfUDdhfDwUvp/cNRpB1vtzkG3ub2zjGONvCcbxCcB6ZFtskf2yYAI8p1ckCty7f3wLr0b77ay1rxlzzvyR9VW7wCVIbCm</latexit>



Observa5onal data: Stra5fica5on

• Measure outcome (success/failure), within each of the young/old 
groups separately 

• Take weighted average by the probability of being young/old: 

vs 
E(Healed|t = 1) = E(Healed|t = 1, young)p(young) + E(Healed|t = 1, old)p(old)

<latexit sha1_base64="oRD3Y8GlNg4EOpXSY/gw2BOLH+Y=">AAACdnicjVFRSxtBEN672tbG2qbtUxFkMYiRSrhLjE0fBFEKPio0KiQh7O1N4uLe7rE7Vwzn/QT/XN/8Hb70sXtJpCq1OLDwzffNx+zMRKkUFoPgxvNfLLx89XrxTWXp7fK799UPH0+szgyHLtdSm7OIWZBCQRcFSjhLDbAkknAaXRyU+ulPMFZo9QMnKQwSNlZiJDhDRw2r1/2E4XkU5d+Leh/hEvNDYBLi4gp3w83d/6lbM2aiMzUuNtP6g/TLM5xaxn9902RYrQWNIGi3djrUgW/NTqftQDNsb7faNHRSGTUyj6Nh9Vc/1jxLQCGXzNpeGKQ4yJlBwSUUlX5mIWX8go2h56BiCdhBPl1bQdcdE9ORNu4ppFP2viNnibWTJHKV5TD2sVaS/9J6GY46g1yoNENQfNZolEmKmpY3oLEwwFFOHGDcCPdXys+ZYRzdpSpuCXeT0qfBSbMRthrN4+3a3v58HYtkhayROgnJV7JHDskR6RJObr3P3ppX8377q/66vzEr9b255xN5EH7wB56WwkA=</latexit>

<latexit sha1_base64="bdoFHcDtI5Hoeg3cRAPv05bzOk8=">AAACdnicjVFRSxtBEN47tbWxral9KoWyGKQRJdxFk6YPgrQUfFRoVEhC2NubxMW93WN3Tgzn/QT/XN/6O/rSx+4lkaqoOLDwzffNx+zMRKkUFoPgt+cvLC69eLn8qrLy+s3b1eq7tWOrM8Ohy7XU5jRiFqRQ0EWBEk5TAyyJJJxE599L/eQCjBVa/cRJCoOEjZUYCc7QUcPqdT9heBZF+Y+i3ke4xPwAmIS4uMK9YHPvKXV7xkx0psbFZlq/k249w6ll/N83TYbVWtAIgtZOu0Md+NrsdFoONMPW7k6Lhk4qo0bmcTis/urHmmcJKOSSWdsLgxQHOTMouISi0s8spIyfszH0HFQsATvIp2sr6IZjYjrSxj2FdMreduQssXaSRK6yHMbe10ryIa2X4agzyIVKMwTFZ41GmaSoaXkDGgsDHOXEAcaNcH+l/IwZxtFdquKWcDMpfRwcNxthu9E+2q3tf5uvY5l8JOukTkLyheyTA3JIuoSTP94Hb92reX/9T/6G/3lW6ntzz3tyJ/zgH5txwkQ=</latexit>

E(Healed|t = 0) = E(Healed|t = 0, young)p(young) + E(Healed|t = 0, old)p(old)

30
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Observa5onal data: Stra5fica5on

• Measure outcome (success/failure), within each of the young/old 
groups separately 

• Take weighted average by the probability of being young/old: 

vs 

Issues: (i) All possible confounders need to be observed  
(ii) Assume overlap between the two distribu-ons (if there is no overlap, sample is 
not representa-ve, e.g. performing the experiment only for old people),  
(iii) Poor es-mates as confounder dimensionality increases

E(Healed|t = 1) = E(Healed|t = 1, young)p(young) + E(Healed|t = 1, old)p(old)
<latexit sha1_base64="oRD3Y8GlNg4EOpXSY/gw2BOLH+Y=">AAACdnicjVFRSxtBEN672tbG2qbtUxFkMYiRSrhLjE0fBFEKPio0KiQh7O1N4uLe7rE7Vwzn/QT/XN/8Hb70sXtJpCq1OLDwzffNx+zMRKkUFoPgxvNfLLx89XrxTWXp7fK799UPH0+szgyHLtdSm7OIWZBCQRcFSjhLDbAkknAaXRyU+ulPMFZo9QMnKQwSNlZiJDhDRw2r1/2E4XkU5d+Leh/hEvNDYBLi4gp3w83d/6lbM2aiMzUuNtP6g/TLM5xaxn9902RYrQWNIGi3djrUgW/NTqftQDNsb7faNHRSGTUyj6Nh9Vc/1jxLQCGXzNpeGKQ4yJlBwSUUlX5mIWX8go2h56BiCdhBPl1bQdcdE9ORNu4ppFP2viNnibWTJHKV5TD2sVaS/9J6GY46g1yoNENQfNZolEmKmpY3oLEwwFFOHGDcCPdXys+ZYRzdpSpuCXeT0qfBSbMRthrN4+3a3v58HYtkhayROgnJV7JHDskR6RJObr3P3ppX8377q/66vzEr9b255xN5EH7wB56WwkA=</latexit>

<latexit sha1_base64="bdoFHcDtI5Hoeg3cRAPv05bzOk8=">AAACdnicjVFRSxtBEN47tbWxral9KoWyGKQRJdxFk6YPgrQUfFRoVEhC2NubxMW93WN3Tgzn/QT/XN/6O/rSx+4lkaqoOLDwzffNx+zMRKkUFoPgt+cvLC69eLn8qrLy+s3b1eq7tWOrM8Ohy7XU5jRiFqRQ0EWBEk5TAyyJJJxE599L/eQCjBVa/cRJCoOEjZUYCc7QUcPqdT9heBZF+Y+i3ke4xPwAmIS4uMK9YHPvKXV7xkx0psbFZlq/k249w6ll/N83TYbVWtAIgtZOu0Md+NrsdFoONMPW7k6Lhk4qo0bmcTis/urHmmcJKOSSWdsLgxQHOTMouISi0s8spIyfszH0HFQsATvIp2sr6IZjYjrSxj2FdMreduQssXaSRK6yHMbe10ryIa2X4agzyIVKMwTFZ41GmaSoaXkDGgsDHOXEAcaNcH+l/IwZxtFdquKWcDMpfRwcNxthu9E+2q3tf5uvY5l8JOukTkLyheyTA3JIuoSTP94Hb92reX/9T/6G/3lW6ntzz3tyJ/zgH5txwkQ=</latexit>

E(Healed|t = 0) = E(Healed|t = 0, young)p(young) + E(Healed|t = 0, old)p(old)

Age1 Age2 Age3 Age4

Female

Male
)

<latexit sha1_base64="GSdVYOWtj5cASPNwlMgClJrjOLI=">AAAB8nicdVDJSgNBEO2JW4xb1KOXxiB4GnpizHILevEYxSyQhNDT6Uma9EwP3TVKCPkMLx4U8erXePNv7CyCij4oeLxXRVU9P5bCACEfTmpldW19I72Z2dre2d3L7h80jEo043WmpNItnxouRcTrIEDyVqw5DX3Jm/7ocuY377g2QkW3MI55N6SDSASCUbBSu3MjBkOgWqv7XjZHXOIV8qSCLamQUnlG8nlSLJaw55I5cmiJWi/73ukrloQ8AiapMW2PxNCdUA2CST7NdBLDY8pGdMDblkY05KY7mZ88xSdW6eNAaVsR4Ln6fWJCQ2PGoW87QwpD89ubiX957QSCcnciojgBHrHFoiCRGBSe/Y/7QnMGcmwJZVrYWzEbUk0Z2JQyNoSvT/H/pJF3vTP3/LqQq14s40ijI3SMTpGHSqiKrlAN1RFDCj2gJ/TsgPPovDivi9aUs5w5RD/gvH0C+xKRvA==</latexit>

Need specific causal effect 
es-ma-on techniques



Two main Frameworks for causal iden5fiablity 

• Poten-al outcomes framework (Neyman-Rubin): 

- Requires a given treatment-outcome pair (known direc-onality) 
- For causal es-ma-on  
- More familiar to biomedical researchers (this is changing …) 

• Structural causal models (Pearl): 

- Causal graphs 
- Structural equa-ons 
- Algorithmic  
- For causal es-ma-on and discovery

x = fx(✏x), t = ft(x, ✏t), y = fy(x, t, ✏y)
<latexit sha1_base64="sSYQMi6qdTtlep2qNqmQzTMjlRk=">AAACKnicdZBLS0JBFMfn9jR7WS3bDEmgIDKapS0Cq01LgzRBReaOc3Nw7oOZc8OL+Hna9FXauCikbR+k8dGTOjDw5/c/hzPnbwdSaCBkbC0sLi2vrMbW4usbm1vbiZ3dmvZDxXiV+dJXdZtqLoXHqyBA8nqgOHVtyW/t3uXEv73nSgvfu4Eo4C2X3nnCEYyCQe3Eef/MafdTTR5oIQ3opzO4icFASPUznximODI4Mhi+jCjdTiRJlpBC8YRgI05LpVLRiPwxKRCCc8aaVBLNq9JOjJodn4Uu94BJqnUjRwJoDagCwSQfxpuh5gFlPXrHG0Z61OW6NZieOsSHhnSw4yvzPMBT+n1iQF2tI9c2nS6Frv7tTeBfXiMEp9QaCC8IgXtstsgJJQYfT3LDHaE4AxkZQZkS5q+YdamiDEy6cRPCx6X4f1HLZ3NH2fx1IVm+mMcRQ/voAKVQDhVRGV2hCqoihh7QE3pGL9ajNbLG1uusdcGaz+yhH2W9vQOu5qY8</latexit>

T Y

X

Assump5on: Independent noise terms: ✏x ?? ✏t ?? ✏y
<latexit sha1_base64="Te2+8jm5FHUaXca47eQtQGtHV4g=">AAACMXicfVDLSgMxFM34rOOr6tJNtAiuymR81V3RTZcVrAqdoWTSWw1mZkKSEUvpL7nxT8RNF4q49SfM9AEq6gmBk3Pu5eaeSAqujecNnKnpmdm5+cKCu7i0vLJaXFu/0GmmGDRYKlJ1FVENgifQMNwIuJIKaBwJuIxuT3P/8g6U5mlybroSwpheJ7zDGTVWahVrAUjNhaX3GAcSlMTBVn4mj4ltsPuf3W0VS17Z8yqk4mNLjol/sG+JT44IOcTEWjlKaIx6q/gUtFOWxZAYJqjWTeJJE/aoMpwJ6LtBpkFSdkuvoWlpQmPQYW+4cR/vWKWNO6myNzF4qH7t6NFY624c2cqYmhv908vF37xmZjqVsMcTmRlI2GhQJxPYpDiPD7e5AmZE1xLKFLd/xeyGKsqMDdm1IUw2xX+TC79M9sr+2X6pejKOo4A20TbaRQQdoSqqoTpqIIYe0DN6Qa/OozNw3pz3UemUM+7ZQN/gfHwChW2ooQ==</latexit>
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Causal Effect Es5ma5on vs Causal Discovery

• How much would some variables change if we manipulate the value 
of another variable? 

- Have a prior causal knowledge (may be incomplete) 
- Wish to es-mate degrees of causal dependencies 

• By modifying the value of which variables could we change the value 
of another variable? 

- Wish to discover the causal graph itself 
- Many assump-ons … difficult to get robust results that one can trust 

without perturba-on data (even difficult with perturba-on data!)
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