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The Causal Roadmap

A causal roadmap for generating high-quality real-world evidence 
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Step 1: Specifying the causal question(s) of interest, the study’s target 

population, the exposure(s), outcomes(s), time period and context, as well as 

the causal model (developed with input from subject experts) to describe 

relationships amongst the variables. 

Step 2: Define of the causal estimand, which is a mathematical 

quantity representing the answer to the causal question(s) 

Step 3: Observed data, assesses questions such as what is the baseline time 

zero, are the required variables in the causal model of step 1 measured, or 

measured differently in various data sources. If these essential 

ingredients are not recorded in the observed data, the causal question 

in the first step may have to be adapted accordingly.  

The Causal Roadmap (summary of steps 1-3)
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Causal theory and data 

Disclaimer: In this course our focus is on steps 4-5. We then use simple 

models to exemplify 6-7 (taking model assumptions as ‘true’),  

i.e., we do not discuss valid statistical inference.  

For causal/statistical inference please refer to the course: 

Targeted Causal Learning (code: MATH11238).

!



Two main Frameworks for causal identifiablity 

• Potential outcomes framework (Neyman-Rubin): 

- Requires a given treatment-outcome pair (known directionality) 

- For causal estimation  

- More familiar to biomedical researchers (this is changing …) 

• Structural causal models (Pearl): 

- Causal graphs 

- Structural equations 

- Algorithmic  

- For causal estimation and discovery

x = fx(✏x), t = ft(x, ✏t), y = fy(x, t, ✏y)
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Assumption: Independent noise terms: ✏x ?? ✏t ?? ✏y
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Overview of the course
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6



Overview of the course

• Lecture 1: Introduction & Motivation, why do we care about causality? 

Why deriving causality from observational data is non-trivial. 

• Lecture 2: Recap of probability theory, variables, events, conditional 

probabilities, independence, law of total probability, Bayes’ rule 

7



Overview of the course

• Lecture 1: Introduction & Motivation, why do we care about causality? 

Why deriving causality from observational data is non-trivial. 

• Lecture 2: Recap of probability theory, variables, events, conditional 

probabilities, independence, law of total probability, Bayes’ rule 

• Lecture 3: Recap of regression, multiple regression, graphs, SCM  

8



Overview of the course

• Lecture 1: Introduction & Motivation, why do we care about causality? 

Why deriving causality from observational data is non-trivial. 

• Lecture 2: Recap of probability theory, variables, events, conditional 

probabilities, independence, law of total probability, Bayes’ rule 

• Lecture 3: Recap of regression, multiple regression, graphs, SCM  

• Lecture 4-20: Causality

Causal Effect Estimation Casual Discovery

9



Overview of the course

• Lecture 1: Introduction & Motivation, why do we care about causality? 

Why deriving causality from observational data is non-trivial. 

• Lecture 2: Recap of probability theory, variables, events, conditional 

probabilities, independence, law of total probability, Bayes’ rule 

• Lecture 3: Recap of regression, multiple regression, graphs, SCM  

• Lecture 4-20: Causality

Causal Effect Estimation Casual Discovery

Obsv confounders Unobsv confounders

10



Overview of the course

• Lecture 1: Introduction & Motivation, why do we care about causality? 

Why deriving causality from observational data is non-trivial. 

• Lecture 2: Recap of probability theory, variables, events, conditional 

probabilities, independence, law of total probability, Bayes’ rule 

• Lecture 3: Recap of regression, multiple regression, graphs, SCM  

• Lecture 4-20: Causality

Causal Effect Estimation Casual Discovery

Obsv confounders Unobsv confounders

Regression 
Adjustment

Propensity 
score 

Rubin 11



Overview of the course

• Lecture 1: Introduction & Motivation, why do we care about causality? 

Why deriving causality from observational data is non-trivial. 

• Lecture 2: Recap of probability theory, variables, events, conditional 

probabilities, independence, law of total probability, Bayes’ rule 

• Lecture 3: Recap of regression, multiple regression, graphs, SCM  

• Lecture 4-20: Causality

Causal Effect Estimation Casual Discovery

Obsv confounders Unobsv confounders

Regression 
Adjustment

Propensity 
score 

Rubin

IV
Front-door 

criterion

Rubin, Pearl



Overview of the course

• Lecture 1: Introduction & Motivation, why do we care about causality? 

Why deriving causality from observational data is non-trivial. 

• Lecture 2: Recap of probability theory, variables, events, conditional 

probabilities, independence, law of total probability, Bayes’ rule 

• Lecture 3: Recap of regression, multiple regression, graphs, SCM  

• Lecture 4-20: Causality

Causal Effect Estimation Casual Discovery

Obsv confounders Unobsv confounders

Regression 
Adjustment

Propensity 
score 

Rubin

IV
Front-door 

criterion

Rubin, Pearl

Constraint-
based

Score-
based

FCMs



Lecture 2: Recap of probability theory
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Causal theory and data 

Defining causation:  

A variable X is a cause of a variable Y if Y in any way relies on X for its 

value. (Intuitively: X is a cause of Y if Y listens to X and decides its value in 

response to what it hears) 

Pre-requisites: Elementary concepts from probability theory, statistics,  

graph theory 
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Basics of probability

Most causal statements are uncertain: “drinking causes liver disease”, does not 

mean every person who consumes alcohol is certain to have liver disease 

                       Need language and laws of probability.  

Causal Inference in Statistics, Pearl (2016)
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Basics of probability

Most causal statements are uncertain: “drinking causes liver disease”, does not 

mean every person who consumes alcohol is certain to have liver disease 

                       Need language and laws of probability.  

(Random) variables: Any property or descriptor that can take multiple values, 

e.g., age (x=40), sex (x’=F), family history of disease (x’’=0), … .  

Events: An event is any assignment of a value or set of values to a variable or 

set of variables. 

 

Discrete (binary/categorical): Are being treated or not, have a disease or not, 

… 

Continuous (can take infinite set of values): age, weight, … 

Drug (yes/no) vs dose of drug (categorical). Sun intake (time is continuous)



Basics of probability

For probabilistic modelling (of a random experiment) we need to: 

- Describe possible outcomes: sample space 

- Event: A subset of sample space 

- Describe beliefs about likelihood of these events: probability law

Figure from Tsitsiklis MIT Lecture Notes: Introduction to probability



Sample space

The sample space is the set of all possible outcomes of the experiment: 

Outcomes must be:  

- Mutually Exclusive: If I tell you, after the experiment, that        happened, then 

it should not be possible that         also happened.  

- Collectively Exhaustive: Collectively, all the outcomes in       exhaust all 

possibilities.

Tsitsiklis: Introduction to probability course, MIT
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e.g. Rolling a dice
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Probability Axioms

• Non-negativity: 

• Normalisation:  

• For any two mutually exclusive events 

(i.e. A and B cannot co-occur) we have: 

Tsitsiklis: Introduction to probability course, MIT
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P (A) � 0
<latexit sha1_base64="omm8M15r17VOGgui8tPOirNNidw=">AAAB9HicdVDLSgMxFM3UV62vqks3wSLUTcmUPsaFUnDjzgq2FtqhZNJMG5rJjEmmUIZ+hxsXirj1Y9z5N2baCip64MLhnHu59x4v4kxphD6szMrq2vpGdjO3tb2zu5ffP2irMJaEtkjIQ9nxsKKcCdrSTHPaiSTFgcfpnTe+TP27CZWKheJWTyPqBngomM8I1kZym8XedUCH+BSeQ7ufL6ASQpV6DUFDzhzHqRtSrqIKQtA2VooCWKLZz7/3BiGJAyo04Vipro0i7SZYakY4neV6saIRJmM8pF1DBQ6ocpP50TN4YpQB9ENpSmg4V79PJDhQahp4pjPAeqR+e6n4l9eNte+4CRNRrKkgi0V+zKEOYZoAHDBJieZTQzCRzNwKyQhLTLTJKWdC+PoU/k/a5ZJdK1VvKoXGxTKOLDgCx6AIbFAHDXAFmqAFCLgHD+AJPFsT69F6sV4XrRlrOXMIfsB6+wTU0ZDa</latexit>

P (⌦) = 1

<latexit sha1_base64="qU1QOaxwTNrU+H4q8CVB4vnwBz4=">AAACCXicdVDLSgNBEJz1GeMr6tFLYxAMQphITOJB8XHxGMGokIQwO5nVwdkHM71iWHL14q948aCIV//Am3/jbBJBRevSRVU33V1upKRBSj+csfGJyanpzEx2dm5+YTG3tHxmwlhz0eChCvWFy4xQMhANlKjERaQF810lzt3ro9Q/vxHayDA4xV4k2j67DKQnOUMrdXJQ3ziAFopbTCDU0IfDAuymYgE2bTksdHJ5WqS0XK1QsGSnVqtVLdnapmVKoWStFHkyQr2Te291Qx77IkCumDHNEo2wnTCNkivRz7ZiIyLGr9mlaFoaMF+YdjL4pA/rVumCZy/xwgBhoH6fSJhvTM93bafP8Mr89lLxL68Zo1drJzKIYhQBHy7yYgUYQhoLdKUWHFXPEsa1tLcCv2KacbThZW0IX5/C/+Rsq1iqFLdPyvn9vVEcGbJK1sgGKZEq2SfHpE4ahJM78kCeyLNz7zw6L87rsHXMGc2skB9w3j4BrRSWgA==</latexit>

P (A or B) = P (A) + P (B)



Probability Axioms

• Non-negativity: 

• Normalisation:  

• For any two mutually exclusive events 

(i.e. A and B cannot co-occur) we have: 

As a consequence, take any two events A and B (they may overlap!), then: 

Mutually exclusive: If A is true, either “A and B” or “A and not B” must be true.

Tsitsiklis: Introduction to probability course, MIT

<latexit sha1_base64="YX6jvHkUTfZN7sNhOccABZDvp+M=">AAAB8nicdVDLSgMxFM34rPVVdekmWIS6KZnSx7iRihuXFewDpkPJpJk2NDMZk4xQhn6GGxeKuPVr3Pk3ZtoKKnrgwuGce7n3Hj/mTGmEPqyV1bX1jc3cVn57Z3dvv3Bw2FEikYS2ieBC9nysKGcRbWumOe3FkuLQ57TrT64yv3tPpWIiutXTmHohHkUsYARrI7mt0uUZ7I/oHUSDQhGVEao26ggacu44TsOQSg1VEYK2sTIUwRKtQeG9PxQkCWmkCcdKuTaKtZdiqRnhdJbvJ4rGmEzwiLqGRjikykvnJ8/gqVGGMBDSVKThXP0+keJQqWnom84Q67H67WXiX56b6MDxUhbFiaYRWSwKEg61gNn/cMgkJZpPDcFEMnMrJGMsMdEmpbwJ4etT+D/pVMp2vVy7qRabF8s4cuAYnIASsEEDNME1aIE2IECAB/AEni1tPVov1uuidcVazhyBH7DePgGAxZAd</latexit>

P (A) � 0

<latexit sha1_base64="c/h7X1SVL5Ofu/Wj8UnxIPU7xhc=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4KjNtp467oht3VrAPaIeSSTNtbJIZkoxQhv6DGxeKuPV/3Pk3ZtoKKnrgwuGce7n3niBmVGnb/rByK6tr6xv5zcLW9s7uXnH/oK2iRGLSwhGLZDdAijAqSEtTzUg3lgTxgJFOMLnM/M49kYpG4lZPY+JzNBI0pBhpI7X715yM0KBYssu27VbrHjTkvOJ5riEVx61VXegYK0MJLNEcFN/7wwgnnAiNGVKq59ix9lMkNcWMzAr9RJEY4QkakZ6hAnGi/HR+7QyeGGUIw0iaEhrO1e8TKeJKTXlgOjnSY/Xby8S/vF6iQ89PqYgTTQReLAoTBnUEs9fhkEqCNZsagrCk5laIx0girE1ABRPC16fwf9KulJ16uXZTKzUulnHkwRE4BqfAAWegAa5AE7QABnfgATyBZyuyHq0X63XRmrOWM4fgB6y3T80Wj04=</latexit>

⌦
A

B

<latexit sha1_base64="omm8M15r17VOGgui8tPOirNNidw=">AAAB9HicdVDLSgMxFM3UV62vqks3wSLUTcmUPsaFUnDjzgq2FtqhZNJMG5rJjEmmUIZ+hxsXirj1Y9z5N2baCip64MLhnHu59x4v4kxphD6szMrq2vpGdjO3tb2zu5ffP2irMJaEtkjIQ9nxsKKcCdrSTHPaiSTFgcfpnTe+TP27CZWKheJWTyPqBngomM8I1kZym8XedUCH+BSeQ7ufL6ASQpV6DUFDzhzHqRtSrqIKQtA2VooCWKLZz7/3BiGJAyo04Vipro0i7SZYakY4neV6saIRJmM8pF1DBQ6ocpP50TN4YpQB9ENpSmg4V79PJDhQahp4pjPAeqR+e6n4l9eNte+4CRNRrKkgi0V+zKEOYZoAHDBJieZTQzCRzNwKyQhLTLTJKWdC+PoU/k/a5ZJdK1VvKoXGxTKOLDgCx6AIbFAHDXAFmqAFCLgHD+AJPFsT69F6sV4XrRlrOXMIfsB6+wTU0ZDa</latexit>

P (⌦) = 1

<latexit sha1_base64="O7QgGCtvT6DO+vYX220pubFxe5Q=">AAACJnicdZDLSgMxFIYz3q23qks3B4toEUoq1daF4mXjsoJVoS01k6YazGSG5IxYhj6NG1/FjQtFxJ2PYsZWUNEDIT/ffw7J+f1ISYuUvnlDwyOjY+MTk5mp6ZnZuez8wqkNY8NFjYcqNOc+s0JJLWooUYnzyAgW+Eqc+deHqX92I4yVoT7BbiSaAbvUsiM5Q4da2Z3q2n4edsBd0EBxiwkw3YYeHORh/Te90CGmVh+t9vKtbI4WKC2Vtyg4sV2pVMpObGzSEqVQdFZaOTKoaiv71GiHPA6ERq6YtfUijbCZMIOSK9HLNGIrIsav2aWoO6lZIGwz+VyzByuOtKETGnc0wif9PpGwwNpu4LvOgOGV/e2l8C+vHmOn0kykjmIUmvcf6sQKMIQ0M2hLIziqrhOMG+n+CvyKGcbRJZtxIXxtCv+L041CcauweVzK7e0O4pggS2SZrJEiKZM9ckSqpEY4uSMP5Ik8e/feo/fivfZbh7zBzCL5Ud77BzQZohI=</latexit>

P (A) = P (A and B) + P (A and ‘not B’)

<latexit sha1_base64="qU1QOaxwTNrU+H4q8CVB4vnwBz4=">AAACCXicdVDLSgNBEJz1GeMr6tFLYxAMQphITOJB8XHxGMGokIQwO5nVwdkHM71iWHL14q948aCIV//Am3/jbBJBRevSRVU33V1upKRBSj+csfGJyanpzEx2dm5+YTG3tHxmwlhz0eChCvWFy4xQMhANlKjERaQF810lzt3ro9Q/vxHayDA4xV4k2j67DKQnOUMrdXJQ3ziAFopbTCDU0IfDAuymYgE2bTksdHJ5WqS0XK1QsGSnVqtVLdnapmVKoWStFHkyQr2Te291Qx77IkCumDHNEo2wnTCNkivRz7ZiIyLGr9mlaFoaMF+YdjL4pA/rVumCZy/xwgBhoH6fSJhvTM93bafP8Mr89lLxL68Zo1drJzKIYhQBHy7yYgUYQhoLdKUWHFXPEsa1tLcCv2KacbThZW0IX5/C/+Rsq1iqFLdPyvn9vVEcGbJK1sgGKZEq2SfHpE4ahJM78kCeyLNz7zw6L87rsHXMGc2skB9w3j4BrRSWgA==</latexit>

P (A or B) = P (A) + P (B)
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Probability Axioms

• Non-negativity: 

• Normalisation:  

• For any two mutually exclusive events 

(i.e. A and B cannot co-occur) we have: 

Corollary: B1, B2, B3, are exclusive, and together form all of B. Then,  

Generalise for (exhaustive, mutually exclusive) partitions of B:

<latexit sha1_base64="YX6jvHkUTfZN7sNhOccABZDvp+M=">AAAB8nicdVDLSgMxFM34rPVVdekmWIS6KZnSx7iRihuXFewDpkPJpJk2NDMZk4xQhn6GGxeKuPVr3Pk3ZtoKKnrgwuGce7n3Hj/mTGmEPqyV1bX1jc3cVn57Z3dvv3Bw2FEikYS2ieBC9nysKGcRbWumOe3FkuLQ57TrT64yv3tPpWIiutXTmHohHkUsYARrI7mt0uUZ7I/oHUSDQhGVEao26ggacu44TsOQSg1VEYK2sTIUwRKtQeG9PxQkCWmkCcdKuTaKtZdiqRnhdJbvJ4rGmEzwiLqGRjikykvnJ8/gqVGGMBDSVKThXP0+keJQqWnom84Q67H67WXiX56b6MDxUhbFiaYRWSwKEg61gNn/cMgkJZpPDcFEMnMrJGMsMdEmpbwJ4etT+D/pVMp2vVy7qRabF8s4cuAYnIASsEEDNME1aIE2IECAB/AEni1tPVov1uuidcVazhyBH7DePgGAxZAd</latexit>

P (A) � 0

<latexit sha1_base64="c/h7X1SVL5Ofu/Wj8UnxIPU7xhc=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4KjNtp467oht3VrAPaIeSSTNtbJIZkoxQhv6DGxeKuPV/3Pk3ZtoKKnrgwuGce7n3niBmVGnb/rByK6tr6xv5zcLW9s7uXnH/oK2iRGLSwhGLZDdAijAqSEtTzUg3lgTxgJFOMLnM/M49kYpG4lZPY+JzNBI0pBhpI7X715yM0KBYssu27VbrHjTkvOJ5riEVx61VXegYK0MJLNEcFN/7wwgnnAiNGVKq59ix9lMkNcWMzAr9RJEY4QkakZ6hAnGi/HR+7QyeGGUIw0iaEhrO1e8TKeJKTXlgOjnSY/Xby8S/vF6iQ89PqYgTTQReLAoTBnUEs9fhkEqCNZsagrCk5laIx0girE1ABRPC16fwf9KulJ16uXZTKzUulnHkwRE4BqfAAWegAa5AE7QABnfgATyBZyuyHq0X63XRmrOWM4fgB6y3T80Wj04=</latexit>

⌦
A

<latexit sha1_base64="omm8M15r17VOGgui8tPOirNNidw=">AAAB9HicdVDLSgMxFM3UV62vqks3wSLUTcmUPsaFUnDjzgq2FtqhZNJMG5rJjEmmUIZ+hxsXirj1Y9z5N2baCip64MLhnHu59x4v4kxphD6szMrq2vpGdjO3tb2zu5ffP2irMJaEtkjIQ9nxsKKcCdrSTHPaiSTFgcfpnTe+TP27CZWKheJWTyPqBngomM8I1kZym8XedUCH+BSeQ7ufL6ASQpV6DUFDzhzHqRtSrqIKQtA2VooCWKLZz7/3BiGJAyo04Vipro0i7SZYakY4neV6saIRJmM8pF1DBQ6ocpP50TN4YpQB9ENpSmg4V79PJDhQahp4pjPAeqR+e6n4l9eNte+4CRNRrKkgi0V+zKEOYZoAHDBJieZTQzCRzNwKyQhLTLTJKWdC+PoU/k/a5ZJdK1VvKoXGxTKOLDgCx6AIbFAHDXAFmqAFCLgHD+AJPFsT69F6sV4XrRlrOXMIfsB6+wTU0ZDa</latexit>

P (⌦) = 1

<latexit sha1_base64="qU1QOaxwTNrU+H4q8CVB4vnwBz4=">AAACCXicdVDLSgNBEJz1GeMr6tFLYxAMQphITOJB8XHxGMGokIQwO5nVwdkHM71iWHL14q948aCIV//Am3/jbBJBRevSRVU33V1upKRBSj+csfGJyanpzEx2dm5+YTG3tHxmwlhz0eChCvWFy4xQMhANlKjERaQF810lzt3ro9Q/vxHayDA4xV4k2j67DKQnOUMrdXJQ3ziAFopbTCDU0IfDAuymYgE2bTksdHJ5WqS0XK1QsGSnVqtVLdnapmVKoWStFHkyQr2Te291Qx77IkCumDHNEo2wnTCNkivRz7ZiIyLGr9mlaFoaMF+YdjL4pA/rVumCZy/xwgBhoH6fSJhvTM93bafP8Mr89lLxL68Zo1drJzKIYhQBHy7yYgUYQhoLdKUWHFXPEsa1tLcCv2KacbThZW0IX5/C/+Rsq1iqFLdPyvn9vVEcGbJK1sgGKZEq2SfHpE4ahJM78kCeyLNz7zw6L87rsHXMGc2skB9w3j4BrRSWgA==</latexit>

P (A or B) = P (A) + P (B)

B1

B2

B3

<latexit sha1_base64="tvJUis2h47YjUne1hrRb6QIN/m8=">AAACRHicdZBPa1pBFMXn2aQ1Jmlts8zmUgkoAZlnrdpFQppuujRQ/4CKzBtHHZw37zFzX6k8/HDZ5ANk10/QTRctodvSMVpoEz0wcPide5mZE8RKWqT0q5d5srP79Fl2L7d/cPj8Rf7lq7aNEsNFi0cqMt2AWaGkFi2UqEQ3NoKFgRKdYPZhmXc+C2NlpD/hPBaDkE20HEvO0KFhvtcsvoc+ii+YAtMjWMBlCc7gMR36JTjdxCtb+JvSMF+gZUqr9RoFZ941Go26M5W3tEop+C5aqkDWag7zt/1RxJNQaOSKWdvzaYyDlBmUXIlFrp9YETM+YxPRc1azUNhBel/CAk4cGcE4Mu5ohHv670bKQmvnYeAmQ4ZT+zBbwk1ZL8FxY5BKHScoNF9dNE4UYATLRmEkjeCo5s4wbqR7K/ApM4yj6z3nSvj7U9hu2pWyXyvXrqqFi/N1HVlyTF6TIvFJnVyQj6RJWoSTa/KN/CA/vRvvu3fn/VqNZrz1zhH5T97vP4MHq0o=</latexit>

P (A and B) = P (A and B1) + P (A and B2) + P (A and B3)

<latexit sha1_base64="O67/UcucXdAdx10JhA2Zf+v+4g0=">AAACa3icdVHLbhMxFPUMrxKgpHQBAhZXRJVaCUWeKm3CIqjAhmWQSFspEyKP5yYxHXum9h0gGmXDJ7LjD9jwD3iaFPG8sq2jc8714zgpMuWI869BeOXqtes3Nm42bt2+s3m3uXXv2OWllTiUeZbb00Q4zJTBISnK8LSwKHSS4Uly9qrWTz6gdSo3b2lR4FiLmVFTJQV5atL8PNh9ATHhJ6pAmBSW8HIP+hC7Uk8q1Y+W7wz8bZmoPYjPS5Fe8h/naHGlQCxF4cH7ehvUBS0c0lOI/UjUTJbFz31rc9+vzRZvc97pHnLw4Fmv1+t6sH/AO5xD5KW6Wmxdg0nzS5zmstRoSGbCuVHECxpXwpKSGS4bcemwEPJMzHDkoREa3bi6yGoJO55JYZpbPw3BBftrRyW0cwudeKcWNHd/ajX5L21U0rQ3rpQpSkIjVwdNywwohzp4SJVFSdnCAyGt8ncFORdWSPLf0/AhXL4U/g+O99vRYfvgTad19HwdxwZ7xJ6wXRaxLjtir9mADZlk34LN4H7wIPgebocPw8craxise7bZbxXu/AB7FrXB</latexit>

P (A and B) =
nX

i=1

P (A and Bi) where Bi \Bj = ;,
n[

i=1

Bi = B
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Probability Axioms

• Non-negativity: 

• Normalisation:  

• For any two mutually exclusive events 

(i.e. A and B cannot co-occur) we have: 

Corollary: Let Bi, i=1, …,n be mutually exclusive and exhaustive partitions of B, 

and let A=B (complete overlap). Then,  

Total Law of probability. See later: “marginalisation”

<latexit sha1_base64="YX6jvHkUTfZN7sNhOccABZDvp+M=">AAAB8nicdVDLSgMxFM34rPVVdekmWIS6KZnSx7iRihuXFewDpkPJpJk2NDMZk4xQhn6GGxeKuPVr3Pk3ZtoKKnrgwuGce7n3Hj/mTGmEPqyV1bX1jc3cVn57Z3dvv3Bw2FEikYS2ieBC9nysKGcRbWumOe3FkuLQ57TrT64yv3tPpWIiutXTmHohHkUsYARrI7mt0uUZ7I/oHUSDQhGVEao26ggacu44TsOQSg1VEYK2sTIUwRKtQeG9PxQkCWmkCcdKuTaKtZdiqRnhdJbvJ4rGmEzwiLqGRjikykvnJ8/gqVGGMBDSVKThXP0+keJQqWnom84Q67H67WXiX56b6MDxUhbFiaYRWSwKEg61gNn/cMgkJZpPDcFEMnMrJGMsMdEmpbwJ4etT+D/pVMp2vVy7qRabF8s4cuAYnIASsEEDNME1aIE2IECAB/AEni1tPVov1uuidcVazhyBH7DePgGAxZAd</latexit>

P (A) � 0

<latexit sha1_base64="c/h7X1SVL5Ofu/Wj8UnxIPU7xhc=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4KjNtp467oht3VrAPaIeSSTNtbJIZkoxQhv6DGxeKuPV/3Pk3ZtoKKnrgwuGce7n3niBmVGnb/rByK6tr6xv5zcLW9s7uXnH/oK2iRGLSwhGLZDdAijAqSEtTzUg3lgTxgJFOMLnM/M49kYpG4lZPY+JzNBI0pBhpI7X715yM0KBYssu27VbrHjTkvOJ5riEVx61VXegYK0MJLNEcFN/7wwgnnAiNGVKq59ix9lMkNcWMzAr9RJEY4QkakZ6hAnGi/HR+7QyeGGUIw0iaEhrO1e8TKeJKTXlgOjnSY/Xby8S/vF6iQ89PqYgTTQReLAoTBnUEs9fhkEqCNZsagrCk5laIx0girE1ABRPC16fwf9KulJ16uXZTKzUulnHkwRE4BqfAAWegAa5AE7QABnfgATyBZyuyHq0X63XRmrOWM4fgB6y3T80Wj04=</latexit>

⌦
<latexit sha1_base64="omm8M15r17VOGgui8tPOirNNidw=">AAAB9HicdVDLSgMxFM3UV62vqks3wSLUTcmUPsaFUnDjzgq2FtqhZNJMG5rJjEmmUIZ+hxsXirj1Y9z5N2baCip64MLhnHu59x4v4kxphD6szMrq2vpGdjO3tb2zu5ffP2irMJaEtkjIQ9nxsKKcCdrSTHPaiSTFgcfpnTe+TP27CZWKheJWTyPqBngomM8I1kZym8XedUCH+BSeQ7ufL6ASQpV6DUFDzhzHqRtSrqIKQtA2VooCWKLZz7/3BiGJAyo04Vipro0i7SZYakY4neV6saIRJmM8pF1DBQ6ocpP50TN4YpQB9ENpSmg4V79PJDhQahp4pjPAeqR+e6n4l9eNte+4CRNRrKkgi0V+zKEOYZoAHDBJieZTQzCRzNwKyQhLTLTJKWdC+PoU/k/a5ZJdK1VvKoXGxTKOLDgCx6AIbFAHDXAFmqAFCLgHD+AJPFsT69F6sV4XrRlrOXMIfsB6+wTU0ZDa</latexit>

P (⌦) = 1

<latexit sha1_base64="qU1QOaxwTNrU+H4q8CVB4vnwBz4=">AAACCXicdVDLSgNBEJz1GeMr6tFLYxAMQphITOJB8XHxGMGokIQwO5nVwdkHM71iWHL14q948aCIV//Am3/jbBJBRevSRVU33V1upKRBSj+csfGJyanpzEx2dm5+YTG3tHxmwlhz0eChCvWFy4xQMhANlKjERaQF810lzt3ro9Q/vxHayDA4xV4k2j67DKQnOUMrdXJQ3ziAFopbTCDU0IfDAuymYgE2bTksdHJ5WqS0XK1QsGSnVqtVLdnapmVKoWStFHkyQr2Te291Qx77IkCumDHNEo2wnTCNkivRz7ZiIyLGr9mlaFoaMF+YdjL4pA/rVumCZy/xwgBhoH6fSJhvTM93bafP8Mr89lLxL68Zo1drJzKIYhQBHy7yYgUYQhoLdKUWHFXPEsa1tLcCv2KacbThZW0IX5/C/+Rsq1iqFLdPyvn9vVEcGbJK1sgGKZEq2SfHpE4ahJM78kCeyLNz7zw6L87rsHXMGc2skB9w3j4BrRSWgA==</latexit>

P (A or B) = P (A) + P (B)

B1

B2

B3

<latexit sha1_base64="P2cjkQuGEMY0wUStcTHCaewbBnw=">AAACiHicdVHbbhMxEPUuFEq4NIVHXkZESK1AkbdKk/QhqJQXHoNE2krZEHm9k8R07d3as0C0yrfwT7zxN3ibFAEKI1+Ozjnjy0xSZMoR5z+ D8M7dnXv3dx80Hj56/GSvuf/03OWllTiSeZbby0Q4zJTBESnK8LKwKHSS4UVy9a7WL76gdSo3H2lZ4ESLuVEzJQV5atr8Pjx4ewgD8BvEhN+oAmFSWMF29qxmY1fqaaUG0eqT2WKZqkOIr0uR3vJfF2hxrUAsReHB5/oY1AUtHdJriP1I1FyWxe9za/PAr80Wb3Pe6XU5eHDS7/d7Hhwd8w7nEHmpjhbbxHDa/BGnuSw1GpKZcG4c8YImlbCkZIarRlw6LIS8EnMce2iERjepbgq5gpeeSWGWWz8NwQ37Z0YltHNLnXinFrRw/2o1uU0blzTrTyplipLQyPVFszIDyqHuCqTKoqRs6YGQVvm3glwIKyT53jV8EW5/Cv8H50ftqNvufui0Tt9syrHLnrMX7IBFrMdO2Xs2ZCMmg53gVdAJjsNGyMNeeLK2hsEm5xn7K8KzX6kNvLE=</latexit>

P (A) = P (A and A) = P (A and B) =
nX

i=1

P (A and Bi) where Bi \Bj = ;,
n[

i=1

Bi = B

A
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Intervals

P(age > 4) = 1 - P(age <= 4) = 1- 0.49 = 0.51 

National Records of Scotland 2018

Total = 471

https://www.nrscotland.gov.uk/files/statistics/rgar/2018/rgar18.pdf


Intervals

P(age > 4) = 1 - P(age <= 4) = 1- 0.49 = 0.51 

P( 4 < age <= 12) = (43+30+34+25+13+14+5+12) / 471 = 0.37

National Records of Scotland 2018

Total = 471

https://www.nrscotland.gov.uk/files/statistics/rgar/2018/rgar18.pdf


Conditional Probability

The probability that event A occurs, given that we know some other event B has 

occurred. (Think of filtering the data based on the value of some variable) 

                                                                              : The probability of X=x can drastically change 

depending on the knowledge Y=y 

<latexit sha1_base64="aO4ovxH1fdYfoZR+2eCIbEW7HfQ=">AAACCHicdVBNS0JBFJ1nX2ZfVssWDUlQGxlF87UohDYtDdIMfci8cczBeR/M3BfJy2Wb/kqbFkW07Se06980Tw0q6sCFwzn3cu89biiFBkI+rNTM7Nz8Qnoxs7S8srqWXd9o6CBSjNdZIAPVdKnmUvi8DgIkb4aKU8+V/MIdnCT+xTVXWgT+OQxD7nj0yhc9wSgYqZPdru01j272cRv4DcT4WuMRHkv4Fl8eDfc72RzJE1KqHBBsyKFt2xVDimVSIgQXjJUgh6aodbLv7W7AIo/7wCTVulUgITgxVSCY5KNMO9I8pGxAr3jLUJ96XDvx+JER3jVKF/cCZcoHPFa/T8TU03rouabTo9DXv71E/MtrRdCznVj4YQTcZ5NFvUhiCHCSCu4KxRnIoSGUKWFuxaxPFWVgssuYEL4+xf+TRjFfOMiXz0q56vE0jjTaQjtoDxVQBVXRKaqhOmLoDj2gJ/Rs3VuP1ov1OmlNWdOZTfQD1tsnnR+X1A==</latexit>

P (X = x) vs P (X = x|Y = y)
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Conditional Probability

The probability that event A occurs, given that we know some other event B has 

occurred. (Think of filtering the data based on the value of some variable) 

                                                                              : The probability of X=x can drastically change 

depending on the knowledge Y=y 

Example: P(lung cancer | smoker) vs 

                 P(lung cancer | smoker, socio-economic status) 

Given that the patient is a smoker, does knowing their socio-economic status add 

further information to the probability of lung cancer? 

<latexit sha1_base64="aO4ovxH1fdYfoZR+2eCIbEW7HfQ=">AAACCHicdVBNS0JBFJ1nX2ZfVssWDUlQGxlF87UohDYtDdIMfci8cczBeR/M3BfJy2Wb/kqbFkW07Se06980Tw0q6sCFwzn3cu89biiFBkI+rNTM7Nz8Qnoxs7S8srqWXd9o6CBSjNdZIAPVdKnmUvi8DgIkb4aKU8+V/MIdnCT+xTVXWgT+OQxD7nj0yhc9wSgYqZPdru01j272cRv4DcT4WuMRHkv4Fl8eDfc72RzJE1KqHBBsyKFt2xVDimVSIgQXjJUgh6aodbLv7W7AIo/7wCTVulUgITgxVSCY5KNMO9I8pGxAr3jLUJ96XDvx+JER3jVKF/cCZcoHPFa/T8TU03rouabTo9DXv71E/MtrRdCznVj4YQTcZ5NFvUhiCHCSCu4KxRnIoSGUKWFuxaxPFWVgssuYEL4+xf+TRjFfOMiXz0q56vE0jjTaQjtoDxVQBVXRKaqhOmLoDj2gJ/Rs3VuP1ov1OmlNWdOZTfQD1tsnnR+X1A==</latexit>

P (X = x) vs P (X = x|Y = y)

30



Conditional Probability

The probability that event A occurs, given that we know some other event B has 

occurred. (Think of filtering the data based on the value of some variable) 

                                                                              : The probability of X=x can drastically change 

depending on the knowledge Y=y 

Example: P(lung cancer | smoker) vs 

                 P(lung cancer | smoker, socio-economic status) 

Given that the patient is a smoker, does knowing their socio-economic status add 

further information to the probability of lung cancer?  

Relation between “joint”, “conditional”, and “marginal” probabilities:

<latexit sha1_base64="aO4ovxH1fdYfoZR+2eCIbEW7HfQ=">AAACCHicdVBNS0JBFJ1nX2ZfVssWDUlQGxlF87UohDYtDdIMfci8cczBeR/M3BfJy2Wb/kqbFkW07Se06980Tw0q6sCFwzn3cu89biiFBkI+rNTM7Nz8Qnoxs7S8srqWXd9o6CBSjNdZIAPVdKnmUvi8DgIkb4aKU8+V/MIdnCT+xTVXWgT+OQxD7nj0yhc9wSgYqZPdru01j272cRv4DcT4WuMRHkv4Fl8eDfc72RzJE1KqHBBsyKFt2xVDimVSIgQXjJUgh6aodbLv7W7AIo/7wCTVulUgITgxVSCY5KNMO9I8pGxAr3jLUJ96XDvx+JER3jVKF/cCZcoHPFa/T8TU03rouabTo9DXv71E/MtrRdCznVj4YQTcZ5NFvUhiCHCSCu4KxRnIoSGUKWFuxaxPFWVgssuYEL4+xf+TRjFfOMiXz0q56vE0jjTaQjtoDxVQBVXRKaqhOmLoDj2gJ/Rs3VuP1ov1OmlNWdOZTfQD1tsnnR+X1A==</latexit>

P (X = x) vs P (X = x|Y = y)
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<latexit sha1_base64="gMcodS8oHy5y5lIbxyE9lXZWQxI=">AAAB+3icdVDLSgMxFM3UV62vWpdugkVoQUpaalsXQtGNyxHsi3YomTTThmYyQ5IRy9hfceNCEbf+iDv/xvQhqOiByz2ccy+5OW7ImdIIfViJldW19Y3kZmpre2d3L72faaogkoQ2SMAD2XaxopwJ2tBMc9oOJcW+y2nLHV/O/NYtlYoF4kZPQur4eCiYxwjWRuqnM3aufdLJn0PT7zt5O9fJ99NZVECoXK0gaMhZrVarGlI6RWWEYNFYM2TBEnY//d4bBCTyqdCEY6W6RRRqJ8ZSM8LpNNWLFA0xGeMh7RoqsE+VE89vn8JjowygF0hTQsO5+n0jxr5SE981kz7WI/Xbm4l/ed1IezUnZiKMNBVk8ZAXcagDOAsCDpikRPOJIZhIZm6FZIQlJtrElTIhfP0U/k+apUKxUihfl7P1i2UcSXAIjkAOFEEV1MEVsEEDEHAHHsATeLam1qP1Yr0uRhPWcucA/ID19gmwyZJP</latexit>

P (X,Y ) = P (X|Y )P (Y )



Bayes’ Rule

                                          are disjoint events forming a partition of the sample space 

and                                         . Then, for any event                                  , Bayes’ rule states: 

<latexit sha1_base64="x+sVlPvCPj3zxva1ZwxRojjSdrY=">AAAB/HicdZDLSgMxFIYzXmu9jXbpJlgEF2XIlF7GXasblxXsBdoyZNK0Dc1khiQjlFJfxY0LRdz6IO58GzNtBRU9EPj4/3M4J38Qc6Y0Qh/W2vrG5tZ2Zie7u7d/cGgfHbdUlEhCmyTikewEWFHOBG1qpjntxJLiMOC0HUyuUr99R6VikbjV05j2QzwSbMgI1kby7Vzddwuw7hcL0HGclAT07TxyECpVKwgauPA8r2qgWEYlhKBrrLTyYFUN337vDSKShFRowrFSXRfFuj/DUjPC6TzbSxSNMZngEe0aFDikqj9bHD+HZ0YZwGEkzRMaLtTvEzMcKjUNA9MZYj1Wv71U/MvrJnro9WdMxImmgiwXDRMOdQTTJOCASUo0nxrARDJzKyRjLDHRJq+sCeHrp/B/aBUdt+KUb0r52uUqjgw4AafgHLigCmrgGjRAExAwBQ/gCTxb99aj9WK9LlvXrNVMDvwo6+0TPbuR9g==</latexit>

A1, A2, ..., An
<latexit sha1_base64="2dM0dp5vYg1/QvWNPNeziW6rXFU=">AAACAnicdVDLSgMxFM3UV62vqitxEyxChVLS0se4kaoblxXsA9oyZNK0Dc1khiQjlKG48VfcuFDErV/hzr8x01ZQ0QMXDufcy733uAFnSiP0YSWWlldW15LrqY3Nre2d9O5eU/mhJLRBfO7LtosV5UzQhmaa03YgKfZcTlvu+DL2W7dUKuaLGz0JaM/DQ8EGjGBtJCd9UM+eO+wEnkGU6+Zgd+BLzDk0mpPOoDxCpWoFQUNObduuGlIsoxJCsGCsGBmwQN1Jv3f7Pgk9KjThWKlOAQW6F2GpGeF0muqGigaYjPGQdgwV2KOqF81emMJjo/Sh2W5KaDhTv09E2FNq4rmm08N6pH57sfiX1wn1wO5FTAShpoLMFw1CDrUP4zxgn0lKNJ8Ygolk5lZIRlhiok1qKRPC16fwf9Is5guVfPm6lKldLOJIgkNwBLKgAKqgBq5AHTQAAXfgATyBZ+veerRerNd5a8JazOyDH7DePgG8QpUk</latexit>

P (Ai) > 0, 8Ai
<latexit sha1_base64="1TPKWoKPpQum71XZxce8ORqf8iM=">AAAB9XicdVBdSwJBFJ21L7Mvq8dehiQwEBnFj+0lxF56NEgNdJPZcVYHZ2eXmdlCFv9HLz0U0Wv/pbf+TbNqUFEHLhzOuZd773FDzpRG6MNKrayurW+kNzNb2zu7e9n9g44KIklomwQ8kDcuVpQzQduaaU5vQkmx73LadScXid+9o1KxQFzraUgdH48E8xjB2ki3zQLsF2Ar3zyF5xANsjlURKhSryFoyJlt23VDylVUQQiWjJUgB5ZoDbLv/WFAIp8KTThWqldCoXZiLDUjnM4y/UjREJMJHtGeoQL7VDnx/OoZPDHKEHqBNCU0nKvfJ2LsKzX1XdPpYz1Wv71E/MvrRdqznZiJMNJUkMUiL+JQBzCJAA6ZpETzqSGYSGZuhWSMJSbaBJUxIXx9Cv8nnXKxVCtWryq5RnMZRxocgWOQByVQBw1wCVqgDQiQ4AE8gWfr3nq0XqzXRWvKWs4cgh+w3j4Bv0eQGw==</latexit>

B, P (B) > 0

<latexit sha1_base64="3hr70juvuAm88V6dtW4V6F9gWoM=">AAACr3ichVFbS8MwFE7rfd6mPvoSHIpDGans5oOg88XHKc4J66xplmowTUuSCqPu7/kDfPPfmM5OnCgeSPLl+84lOcePOVMaoXfLnpmdm19YXCosr6yurRc3Nm9UlEhCOyTikbz1saKcCdrRTHN6G0uKQ5/Trv90nundZyoVi8S1Hsa0H+IHwQJGsDaUV3xt75957KVVhnsn0A0kJumYgS7BMWyVR+Zqdjgllg33kp0T1XULe397nHnOJN2BSwaRVgcZKb5q/B+f353pBDkryiOvWEIVhKqNOoIGHDebzYYBRzVURQg6RsqsBHJre8U3dxCRJKRCE46V6jko1v0US80Ip6OCmygaY/KEH2jPQIFDqvrpuN8juGuYAQwiaZbQcMx+j0hxqNQw9I1niPWj+qll5G9aL9FBs58yESeaCvJZKEg41BHMhgcHTFKi+dAATCQzb4XkEZuuaTPigmnC5Kfwb3BzVHHqldpltXTaytuxCLbBDtgHDmiAU3AB2qADiHVoXVk9y7Udu2vf2fefrraVx2yBKbPZB22CyAk=</latexit>

P (Ai|B) =
P (Ai \B)

P (B)
=

P (Ai)P (B|Ai)

P (B)

=
P (Ai)P (B|Ai)

P (A1 \B) + · · ·+ P (An \B)

=
P (Ai)P (B|Ai)

P (A1)P (B|A1) + · · ·+ P (An)P (B|An)
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Bayes’ Rule

                                          are disjoint events forming a partition of the sample space 

and                                         . Then, for any event                                  , Bayes’ rule states: 

<latexit sha1_base64="x+sVlPvCPj3zxva1ZwxRojjSdrY=">AAAB/HicdZDLSgMxFIYzXmu9jXbpJlgEF2XIlF7GXasblxXsBdoyZNK0Dc1khiQjlFJfxY0LRdz6IO58GzNtBRU9EPj4/3M4J38Qc6Y0Qh/W2vrG5tZ2Zie7u7d/cGgfHbdUlEhCmyTikewEWFHOBG1qpjntxJLiMOC0HUyuUr99R6VikbjV05j2QzwSbMgI1kby7Vzddwuw7hcL0HGclAT07TxyECpVKwgauPA8r2qgWEYlhKBrrLTyYFUN337vDSKShFRowrFSXRfFuj/DUjPC6TzbSxSNMZngEe0aFDikqj9bHD+HZ0YZwGEkzRMaLtTvEzMcKjUNA9MZYj1Wv71U/MvrJnro9WdMxImmgiwXDRMOdQTTJOCASUo0nxrARDJzKyRjLDHRJq+sCeHrp/B/aBUdt+KUb0r52uUqjgw4AafgHLigCmrgGjRAExAwBQ/gCTxb99aj9WK9LlvXrNVMDvwo6+0TPbuR9g==</latexit>

A1, A2, ..., An
<latexit sha1_base64="2dM0dp5vYg1/QvWNPNeziW6rXFU=">AAACAnicdVDLSgMxFM3UV62vqitxEyxChVLS0se4kaoblxXsA9oyZNK0Dc1khiQjlKG48VfcuFDErV/hzr8x01ZQ0QMXDufcy733uAFnSiP0YSWWlldW15LrqY3Nre2d9O5eU/mhJLRBfO7LtosV5UzQhmaa03YgKfZcTlvu+DL2W7dUKuaLGz0JaM/DQ8EGjGBtJCd9UM+eO+wEnkGU6+Zgd+BLzDk0mpPOoDxCpWoFQUNObduuGlIsoxJCsGCsGBmwQN1Jv3f7Pgk9KjThWKlOAQW6F2GpGeF0muqGigaYjPGQdgwV2KOqF81emMJjo/Sh2W5KaDhTv09E2FNq4rmm08N6pH57sfiX1wn1wO5FTAShpoLMFw1CDrUP4zxgn0lKNJ8Ygolk5lZIRlhiok1qKRPC16fwf9Is5guVfPm6lKldLOJIgkNwBLKgAKqgBq5AHTQAAXfgATyBZ+veerRerNd5a8JazOyDH7DePgG8QpUk</latexit>

P (Ai) > 0, 8Ai

<latexit sha1_base64="3hr70juvuAm88V6dtW4V6F9gWoM=">AAACr3ichVFbS8MwFE7rfd6mPvoSHIpDGans5oOg88XHKc4J66xplmowTUuSCqPu7/kDfPPfmM5OnCgeSPLl+84lOcePOVMaoXfLnpmdm19YXCosr6yurRc3Nm9UlEhCOyTikbz1saKcCdrRTHN6G0uKQ5/Trv90nundZyoVi8S1Hsa0H+IHwQJGsDaUV3xt75957KVVhnsn0A0kJumYgS7BMWyVR+Zqdjgllg33kp0T1XULe397nHnOJN2BSwaRVgcZKb5q/B+f353pBDkryiOvWEIVhKqNOoIGHDebzYYBRzVURQg6RsqsBHJre8U3dxCRJKRCE46V6jko1v0US80Ip6OCmygaY/KEH2jPQIFDqvrpuN8juGuYAQwiaZbQcMx+j0hxqNQw9I1niPWj+qll5G9aL9FBs58yESeaCvJZKEg41BHMhgcHTFKi+dAATCQzb4XkEZuuaTPigmnC5Kfwb3BzVHHqldpltXTaytuxCLbBDtgHDmiAU3AB2qADiHVoXVk9y7Udu2vf2fefrraVx2yBKbPZB22CyAk=</latexit>

P (Ai|B) =
P (Ai \B)

P (B)
=

P (Ai)P (B|Ai)

P (B)

=
P (Ai)P (B|Ai)

P (A1 \B) + · · ·+ P (An \B)

=
P (Ai)P (B|Ai)

P (A1)P (B|A1) + · · ·+ P (An)P (B|An)
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<latexit sha1_base64="1TPKWoKPpQum71XZxce8ORqf8iM=">AAAB9XicdVBdSwJBFJ21L7Mvq8dehiQwEBnFj+0lxF56NEgNdJPZcVYHZ2eXmdlCFv9HLz0U0Wv/pbf+TbNqUFEHLhzOuZd773FDzpRG6MNKrayurW+kNzNb2zu7e9n9g44KIklomwQ8kDcuVpQzQduaaU5vQkmx73LadScXid+9o1KxQFzraUgdH48E8xjB2ki3zQLsF2Ar3zyF5xANsjlURKhSryFoyJlt23VDylVUQQiWjJUgB5ZoDbLv/WFAIp8KTThWqldCoXZiLDUjnM4y/UjREJMJHtGeoQL7VDnx/OoZPDHKEHqBNCU0nKvfJ2LsKzX1XdPpYz1Wv71E/MvrRdqznZiJMNJUkMUiL+JQBzCJAA6ZpETzqSGYSGZuhWSMJSbaBJUxIXx9Cv8nnXKxVCtWryq5RnMZRxocgWOQByVQBw1wCVqgDQiQ4AE8gWfr3nq0XqzXRWvKWs4cgh+w3j4Bv0eQGw==</latexit>

B, P (B) > 0



Bayes’ Rule

                                          are disjoint events forming a partition of the sample space 

and                                         . Then, for any event                                  , Bayes’ rule states: 

Note: For random variables, we often write               , instead of 

<latexit sha1_base64="x+sVlPvCPj3zxva1ZwxRojjSdrY=">AAAB/HicdZDLSgMxFIYzXmu9jXbpJlgEF2XIlF7GXasblxXsBdoyZNK0Dc1khiQjlFJfxY0LRdz6IO58GzNtBRU9EPj4/3M4J38Qc6Y0Qh/W2vrG5tZ2Zie7u7d/cGgfHbdUlEhCmyTikewEWFHOBG1qpjntxJLiMOC0HUyuUr99R6VikbjV05j2QzwSbMgI1kby7Vzddwuw7hcL0HGclAT07TxyECpVKwgauPA8r2qgWEYlhKBrrLTyYFUN337vDSKShFRowrFSXRfFuj/DUjPC6TzbSxSNMZngEe0aFDikqj9bHD+HZ0YZwGEkzRMaLtTvEzMcKjUNA9MZYj1Wv71U/MvrJnro9WdMxImmgiwXDRMOdQTTJOCASUo0nxrARDJzKyRjLDHRJq+sCeHrp/B/aBUdt+KUb0r52uUqjgw4AafgHLigCmrgGjRAExAwBQ/gCTxb99aj9WK9LlvXrNVMDvwo6+0TPbuR9g==</latexit>

A1, A2, ..., An
<latexit sha1_base64="2dM0dp5vYg1/QvWNPNeziW6rXFU=">AAACAnicdVDLSgMxFM3UV62vqitxEyxChVLS0se4kaoblxXsA9oyZNK0Dc1khiQjlKG48VfcuFDErV/hzr8x01ZQ0QMXDufcy733uAFnSiP0YSWWlldW15LrqY3Nre2d9O5eU/mhJLRBfO7LtosV5UzQhmaa03YgKfZcTlvu+DL2W7dUKuaLGz0JaM/DQ8EGjGBtJCd9UM+eO+wEnkGU6+Zgd+BLzDk0mpPOoDxCpWoFQUNObduuGlIsoxJCsGCsGBmwQN1Jv3f7Pgk9KjThWKlOAQW6F2GpGeF0muqGigaYjPGQdgwV2KOqF81emMJjo/Sh2W5KaDhTv09E2FNq4rmm08N6pH57sfiX1wn1wO5FTAShpoLMFw1CDrUP4zxgn0lKNJ8Ygolk5lZIRlhiok1qKRPC16fwf9Is5guVfPm6lKldLOJIgkNwBLKgAKqgBq5AHTQAAXfgATyBZ+veerRerNd5a8JazOyDH7DePgG8QpUk</latexit>

P (Ai) > 0, 8Ai

<latexit sha1_base64="3hr70juvuAm88V6dtW4V6F9gWoM=">AAACr3ichVFbS8MwFE7rfd6mPvoSHIpDGans5oOg88XHKc4J66xplmowTUuSCqPu7/kDfPPfmM5OnCgeSPLl+84lOcePOVMaoXfLnpmdm19YXCosr6yurRc3Nm9UlEhCOyTikbz1saKcCdrRTHN6G0uKQ5/Trv90nundZyoVi8S1Hsa0H+IHwQJGsDaUV3xt75957KVVhnsn0A0kJumYgS7BMWyVR+Zqdjgllg33kp0T1XULe397nHnOJN2BSwaRVgcZKb5q/B+f353pBDkryiOvWEIVhKqNOoIGHDebzYYBRzVURQg6RsqsBHJre8U3dxCRJKRCE46V6jko1v0US80Ip6OCmygaY/KEH2jPQIFDqvrpuN8juGuYAQwiaZbQcMx+j0hxqNQw9I1niPWj+qll5G9aL9FBs58yESeaCvJZKEg41BHMhgcHTFKi+dAATCQzb4XkEZuuaTPigmnC5Kfwb3BzVHHqldpltXTaytuxCLbBDtgHDmiAU3AB2qADiHVoXVk9y7Udu2vf2fefrraVx2yBKbPZB22CyAk=</latexit>

P (Ai|B) =
P (Ai \B)

P (B)
=

P (Ai)P (B|Ai)

P (B)

=
P (Ai)P (B|Ai)

P (A1 \B) + · · ·+ P (An \B)

=
P (Ai)P (B|Ai)

P (A1)P (B|A1) + · · ·+ P (An)P (B|An)

<latexit sha1_base64="Hc7gyO2Zyv7GLraypYAgRQDXFHQ=">AAAB7XicdVDLSgMxFM3UV62vqks3wSJUkJIpfYy7ohuXFexD2qFk0kwbm5kMSUYoQ//BjQtF3Po/7vwbM20FFT1w4XDOvdx7jxdxpjRCH1ZmZXVtfSO7mdva3tndy+8ftJWIJaEtIriQXQ8ryllIW5ppTruRpDjwOO14k8vU79xTqZgIb/Q0om6ARyHzGcHaSO1msXt2ezrIF1AJoUq9hqAh547j1A0pV1EFIWgbK0UBLNEc5N/7Q0HigIaacKxUz0aRdhMsNSOcznL9WNEIkwke0Z6hIQ6ocpP5tTN4YpQh9IU0FWo4V79PJDhQahp4pjPAeqx+e6n4l9eLte+4CQujWNOQLBb5MYdawPR1OGSSEs2nhmAimbkVkjGWmGgTUM6E8PUp/J+0yyW7VqpeVwqNi2UcWXAEjkER2KAOGuAKNEELEHAHHsATeLaE9Wi9WK+L1oy1nDkEP2C9fQKVv46C</latexit>

P (X,Y )
<latexit sha1_base64="23F6eX7u1l2inyPsvYHtwt8Kwqg=">AAAB8nicdVDLSgMxFM3UV62vqks3wSLUTcmUPsZd0Y3LCvYh06Fk0kwbmpkMSUYoQz/DjQtF3Po17vwbM20FFT1w4XDOvdx7jx9zpjRCH1ZubX1jcyu/XdjZ3ds/KB4edZVIJKEdIriQfR8ryllEO5ppTvuxpDj0Oe3506vM791TqZiIbvUspl6IxxELGMHaSG673IcDgmN4dz4sllAFoVqzgaAhF47jNA2p1lENIWgbK0MJrNAeFt8HI0GSkEaacKyUa6NYeymWmhFO54VBomiMyRSPqWtohEOqvHRx8hyeGWUEAyFNRRou1O8TKQ6VmoW+6QyxnqjfXib+5bmJDhwvZVGcaBqR5aIg4VALmP0PR0xSovnMEEwkM7dCMsESE21SKpgQvj6F/5NutWI3KvWbWql1uYojD07AKSgDGzRBC1yDNugAAgR4AE/g2dLWo/VivS5bc9Zq5hj8gPX2Cdb5kFg=</latexit>

P (X \ Y )

34

<latexit sha1_base64="1TPKWoKPpQum71XZxce8ORqf8iM=">AAAB9XicdVBdSwJBFJ21L7Mvq8dehiQwEBnFj+0lxF56NEgNdJPZcVYHZ2eXmdlCFv9HLz0U0Wv/pbf+TbNqUFEHLhzOuZd773FDzpRG6MNKrayurW+kNzNb2zu7e9n9g44KIklomwQ8kDcuVpQzQduaaU5vQkmx73LadScXid+9o1KxQFzraUgdH48E8xjB2ki3zQLsF2Ar3zyF5xANsjlURKhSryFoyJlt23VDylVUQQiWjJUgB5ZoDbLv/WFAIp8KTThWqldCoXZiLDUjnM4y/UjREJMJHtGeoQL7VDnx/OoZPDHKEHqBNCU0nKvfJ2LsKzX1XdPpYz1Wv71E/MvrRdqznZiJMNJUkMUiL+JQBzCJAA6ZpETzqSGYSGZuhWSMJSbaBJUxIXx9Cv8nnXKxVCtWryq5RnMZRxocgWOQByVQBw1wCVqgDQiQ4AE8gWfr3nq0XqzXRWvKWs4cgh+w3j4Bv0eQGw==</latexit>

B, P (B) > 0



Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

35



Monte Hall Problem & Application of Bayes’ Rule

Prove that switching doors improves our chance of winning the car.  

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host
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Monte Hall Problem & Application of Bayes’ Rule

Prove that switching doors improves our chance of winning the car.  

Note the assumptions: 
1. The host will not open the door we have chosen  

2. The host will never open a door with a car behind 

3. Given a choice of doors, the host will choose at random (whilst 2) 

4. Given no info, the car is equally likely to be behind any door

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host
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Monte Hall Problem & Application of Bayes’ Rule

Prove that switching doors improves our chance of winning the car.  

Need to show (given the we have selected A and host has shown us C):

Is the car more likely to be behind B than A, i.e. switching improves our chance.

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="UbUhvKTD6oZptCVfTyVEHybJU6Q=">AAACCHicdZBLS0JBFMfn9jR7WS1bNCSBQcgopjdI8LFpaZCPUpG546iDcx/MzA3k5rJNX6VNiyLa9hHa9W2aqxYVdWDgz+9/DmfO3/I4kwqhd2NufmFxaTmyEl1dW9/YjG1t16TrC0KrxOWuaFhYUs4cWlVMcdrwBMW2xWndGpZDv35NhWSuc6FGHm3buO+wHiNYadSJ7VUSl/niTSNfPLrKlw/hKQxB6Qt0YnGURCiTyyKoxYlpmjkt0scogxBMaSusOJhVpRN7a3Vd4tvUUYRjKZsp5Kl2gIVihNNxtOVL6mEyxH3a1NLBNpXtYHLIGB5o0oU9V+jnKDih3ycCbEs5si3daWM1kL+9EP7lNX3VM9sBczxfUYdMF/V8DpULw1RglwlKFB9pgYlg+q+QDLDAROnsojqEz0vh/6KWTqayycx5Jl4ozeKIgF2wDxIgBXKgAM5ABVQBAbfgHjyCJ+POeDCejZdp65wxm9kBP8p4/QAugZZL</latexit>

P (Y = A|X = A,Z = C) < P (Y = B|X = A,Z = C)
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Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="yBfixpNYPu8aNi1D+utHGzBuZTs=">AAACJnicdVBJTwIxGO3ghrihHr00EhNIDCkEAQ+TgFw8YiKLAiGd0oGGzpK2Y0JGfo0X/4oXDxhjvPlTLItr9CVNXt97X9rvWT5nUiH0akSWlldW16LrsY3Nre2d+O5eXXqBILRGPO6JpoUl5cylNcUUp01fUOxYnDasYWXqN26okMxzL9XIpx0H911mM4KVlrpxs5q8Msu3TbN8fG1WUhCasG0LTMJqUt9nuvZTn6nU+MtJjbvxBEojlCvkEdTktFgsFjTJnqAcQjCjrSkSYIFqNz5p9zwSONRVhGMpWxnkq06IhWKE03GsHUjqYzLEfdrS1MUOlZ1wtuYYHmmlB21P6OMqOFO/T4TYkXLkWDrpYDWQv72p+JfXCpRd7ITM9QNFXTJ/yA44VB6cdgZ7TFCi+EgTTATTf4VkgHVLSjcb0yV8bAr/J/VsOpNP5y5yidLZoo4oOACHIAkyoABK4BxUQQ0QcAcewAQ8GffGo/FsvMyjEWMxsw9+wHh7B7AVoRY=</latexit>

P (Y = A|X = A,Z = C) =
P (Z = C|X = A, Y = A)P (Y = A|X = A)

P (Z = C|X = A)
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Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="yBfixpNYPu8aNi1D+utHGzBuZTs=">AAACJnicdVBJTwIxGO3ghrihHr00EhNIDCkEAQ+TgFw8YiKLAiGd0oGGzpK2Y0JGfo0X/4oXDxhjvPlTLItr9CVNXt97X9rvWT5nUiH0akSWlldW16LrsY3Nre2d+O5eXXqBILRGPO6JpoUl5cylNcUUp01fUOxYnDasYWXqN26okMxzL9XIpx0H911mM4KVlrpxs5q8Msu3TbN8fG1WUhCasG0LTMJqUt9nuvZTn6nU+MtJjbvxBEojlCvkEdTktFgsFjTJnqAcQjCjrSkSYIFqNz5p9zwSONRVhGMpWxnkq06IhWKE03GsHUjqYzLEfdrS1MUOlZ1wtuYYHmmlB21P6OMqOFO/T4TYkXLkWDrpYDWQv72p+JfXCpRd7ITM9QNFXTJ/yA44VB6cdgZ7TFCi+EgTTATTf4VkgHVLSjcb0yV8bAr/J/VsOpNP5y5yidLZoo4oOACHIAkyoABK4BxUQQ0QcAcewAQ8GffGo/FsvMyjEWMxsw9+wHh7B7AVoRY=</latexit>

P (Y = A|X = A,Z = C) =
P (Z = C|X = A, Y = A)P (Y = A|X = A)

P (Z = C|X = A)

1/2

Given we choose A (X=A), and the car is in A (Y=A), then the host is allowed 

to choose either B or C, as neither has the car behind it.  

Since the host choses randomly (assumption 3), we get 1/2.
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Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="yBfixpNYPu8aNi1D+utHGzBuZTs=">AAACJnicdVBJTwIxGO3ghrihHr00EhNIDCkEAQ+TgFw8YiKLAiGd0oGGzpK2Y0JGfo0X/4oXDxhjvPlTLItr9CVNXt97X9rvWT5nUiH0akSWlldW16LrsY3Nre2d+O5eXXqBILRGPO6JpoUl5cylNcUUp01fUOxYnDasYWXqN26okMxzL9XIpx0H911mM4KVlrpxs5q8Msu3TbN8fG1WUhCasG0LTMJqUt9nuvZTn6nU+MtJjbvxBEojlCvkEdTktFgsFjTJnqAcQjCjrSkSYIFqNz5p9zwSONRVhGMpWxnkq06IhWKE03GsHUjqYzLEfdrS1MUOlZ1wtuYYHmmlB21P6OMqOFO/T4TYkXLkWDrpYDWQv72p+JfXCpRd7ITM9QNFXTJ/yA44VB6cdgZ7TFCi+EgTTATTf4VkgHVLSjcb0yV8bAr/J/VsOpNP5y5yidLZoo4oOACHIAkyoABK4BxUQQ0QcAcewAQ8GffGo/FsvMyjEWMxsw9+wHh7B7AVoRY=</latexit>

P (Y = A|X = A,Z = C) =
P (Z = C|X = A, Y = A)P (Y = A|X = A)

P (Z = C|X = A)

Given we choose A (X=A), what is the probability that the car is behind A? 

With no further information, this is equal to 1/3. 

41

1/3



Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="yBfixpNYPu8aNi1D+utHGzBuZTs=">AAACJnicdVBJTwIxGO3ghrihHr00EhNIDCkEAQ+TgFw8YiKLAiGd0oGGzpK2Y0JGfo0X/4oXDxhjvPlTLItr9CVNXt97X9rvWT5nUiH0akSWlldW16LrsY3Nre2d+O5eXXqBILRGPO6JpoUl5cylNcUUp01fUOxYnDasYWXqN26okMxzL9XIpx0H911mM4KVlrpxs5q8Msu3TbN8fG1WUhCasG0LTMJqUt9nuvZTn6nU+MtJjbvxBEojlCvkEdTktFgsFjTJnqAcQjCjrSkSYIFqNz5p9zwSONRVhGMpWxnkq06IhWKE03GsHUjqYzLEfdrS1MUOlZ1wtuYYHmmlB21P6OMqOFO/T4TYkXLkWDrpYDWQv72p+JfXCpRd7ITM9QNFXTJ/yA44VB6cdgZ7TFCi+EgTTATTf4VkgHVLSjcb0yV8bAr/J/VsOpNP5y5yidLZoo4oOACHIAkyoABK4BxUQQ0QcAcewAQ8GffGo/FsvMyjEWMxsw9+wHh7B7AVoRY=</latexit>

P (Y = A|X = A,Z = C) =
P (Z = C|X = A, Y = A)P (Y = A|X = A)

P (Z = C|X = A)
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<latexit sha1_base64="JxGvY8rcb+jphFpWvTmQDfOPW6U=">AAACi3icfVFdb9MwFHXCV1cYdPC4lysqpkZUlbN1a0BEWlsh8VgkuhWaqnIcp7PmfMh2kKqQP8NP4o1/g9MWqUPAlWyde865sn0c5oIrjfFPy753/8HDR42D5uMnh0+ftY6eX6mskJRNaSYyOQuJYoKnbKq5FmyWS0aSULDr8HZc69dfmVQ8Sz/pdc4WCVmlPOaUaEMtW99PYNL54o+/zfyhAz4EqkiWZWTQsDvqjqut2oXPfvR/S612jcuZdOodggD85gkEsSS0dKvyrApCvlp19s1D5/V+O7rbjp3NhLNstXEP4/7gAoMBbzzPGxhweo77GINrpLraaFeTZetHEGW0SFiqqSBKzV2c60VJpOZUsKoZFIrlhN6SFZsbmJKEqUW5ybKCV4aJIM6kWamGDbs/UZJEqXUSGmdC9I36U6vJv2nzQsfeouRpXmiW0u1BcSFAZ1B/DERcMqrF2gBCJTd3BXpDTHrafF/ThPD7pfBvcHXacy96/Y/99uVoF0cDHaOXqINcNECX6AOaoCmiVsPqWQPLsw/tM/ut/W5rta3dzAt0p+z3vwAmHbgm</latexit>

P (Z = C|X = A) =
X

d=A,B,C

P (Z = C, Y = d|X = A) =
X

d=A,B,C

P (Z = C|X = A, Y = d)P (Y = d)

=
1

3

✓
P (Z = C|X = A, Y = A) + P (Z = C|X = A, Y = B) + P (Z = C|X = A, Y = C)

◆

Total law of prob Product rule

1/2



Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="yBfixpNYPu8aNi1D+utHGzBuZTs=">AAACJnicdVBJTwIxGO3ghrihHr00EhNIDCkEAQ+TgFw8YiKLAiGd0oGGzpK2Y0JGfo0X/4oXDxhjvPlTLItr9CVNXt97X9rvWT5nUiH0akSWlldW16LrsY3Nre2d+O5eXXqBILRGPO6JpoUl5cylNcUUp01fUOxYnDasYWXqN26okMxzL9XIpx0H911mM4KVlrpxs5q8Msu3TbN8fG1WUhCasG0LTMJqUt9nuvZTn6nU+MtJjbvxBEojlCvkEdTktFgsFjTJnqAcQjCjrSkSYIFqNz5p9zwSONRVhGMpWxnkq06IhWKE03GsHUjqYzLEfdrS1MUOlZ1wtuYYHmmlB21P6OMqOFO/T4TYkXLkWDrpYDWQv72p+JfXCpRd7ITM9QNFXTJ/yA44VB6cdgZ7TFCi+EgTTATTf4VkgHVLSjcb0yV8bAr/J/VsOpNP5y5yidLZoo4oOACHIAkyoABK4BxUQQ0QcAcewAQ8GffGo/FsvMyjEWMxsw9+wHh7B7AVoRY=</latexit>

P (Y = A|X = A,Z = C) =
P (Z = C|X = A, Y = A)P (Y = A|X = A)

P (Z = C|X = A)

<latexit sha1_base64="JxGvY8rcb+jphFpWvTmQDfOPW6U=">AAACi3icfVFdb9MwFHXCV1cYdPC4lysqpkZUlbN1a0BEWlsh8VgkuhWaqnIcp7PmfMh2kKqQP8NP4o1/g9MWqUPAlWyde865sn0c5oIrjfFPy753/8HDR42D5uMnh0+ftY6eX6mskJRNaSYyOQuJYoKnbKq5FmyWS0aSULDr8HZc69dfmVQ8Sz/pdc4WCVmlPOaUaEMtW99PYNL54o+/zfyhAz4EqkiWZWTQsDvqjqut2oXPfvR/S612jcuZdOodggD85gkEsSS0dKvyrApCvlp19s1D5/V+O7rbjp3NhLNstXEP4/7gAoMBbzzPGxhweo77GINrpLraaFeTZetHEGW0SFiqqSBKzV2c60VJpOZUsKoZFIrlhN6SFZsbmJKEqUW5ybKCV4aJIM6kWamGDbs/UZJEqXUSGmdC9I36U6vJv2nzQsfeouRpXmiW0u1BcSFAZ1B/DERcMqrF2gBCJTd3BXpDTHrafF/ThPD7pfBvcHXacy96/Y/99uVoF0cDHaOXqINcNECX6AOaoCmiVsPqWQPLsw/tM/ut/W5rta3dzAt0p+z3vwAmHbgm</latexit>

P (Z = C|X = A) =
X

d=A,B,C

P (Z = C, Y = d|X = A) =
X

d=A,B,C

P (Z = C|X = A, Y = d)P (Y = d)

=
1

3

✓
P (Z = C|X = A, Y = A) + P (Z = C|X = A, Y = B) + P (Z = C|X = A, Y = C)

◆

Total law of prob Product rule

1/2 as above 1: Given we chose A and car is behind 

B, host is forced to choose C 

(Assumption 2)

0: Given we chose A and car is behind 

C, the host cannot choose 

C (Assumption 2)

1/2



Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="yBfixpNYPu8aNi1D+utHGzBuZTs=">AAACJnicdVBJTwIxGO3ghrihHr00EhNIDCkEAQ+TgFw8YiKLAiGd0oGGzpK2Y0JGfo0X/4oXDxhjvPlTLItr9CVNXt97X9rvWT5nUiH0akSWlldW16LrsY3Nre2d+O5eXXqBILRGPO6JpoUl5cylNcUUp01fUOxYnDasYWXqN26okMxzL9XIpx0H911mM4KVlrpxs5q8Msu3TbN8fG1WUhCasG0LTMJqUt9nuvZTn6nU+MtJjbvxBEojlCvkEdTktFgsFjTJnqAcQjCjrSkSYIFqNz5p9zwSONRVhGMpWxnkq06IhWKE03GsHUjqYzLEfdrS1MUOlZ1wtuYYHmmlB21P6OMqOFO/T4TYkXLkWDrpYDWQv72p+JfXCpRd7ITM9QNFXTJ/yA44VB6cdgZ7TFCi+EgTTATTf4VkgHVLSjcb0yV8bAr/J/VsOpNP5y5yidLZoo4oOACHIAkyoABK4BxUQQ0QcAcewAQ8GffGo/FsvMyjEWMxsw9+wHh7B7AVoRY=</latexit>

P (Y = A|X = A,Z = C) =
P (Z = C|X = A, Y = A)P (Y = A|X = A)

P (Z = C|X = A)

1/3

1/2

1/2



Monte Hall Problem & Application of Bayes’ Rule

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

<latexit sha1_base64="yBfixpNYPu8aNi1D+utHGzBuZTs=">AAACJnicdVBJTwIxGO3ghrihHr00EhNIDCkEAQ+TgFw8YiKLAiGd0oGGzpK2Y0JGfo0X/4oXDxhjvPlTLItr9CVNXt97X9rvWT5nUiH0akSWlldW16LrsY3Nre2d+O5eXXqBILRGPO6JpoUl5cylNcUUp01fUOxYnDasYWXqN26okMxzL9XIpx0H911mM4KVlrpxs5q8Msu3TbN8fG1WUhCasG0LTMJqUt9nuvZTn6nU+MtJjbvxBEojlCvkEdTktFgsFjTJnqAcQjCjrSkSYIFqNz5p9zwSONRVhGMpWxnkq06IhWKE03GsHUjqYzLEfdrS1MUOlZ1wtuYYHmmlB21P6OMqOFO/T4TYkXLkWDrpYDWQv72p+JfXCpRd7ITM9QNFXTJ/yA44VB6cdgZ7TFCi+EgTTATTf4VkgHVLSjcb0yV8bAr/J/VsOpNP5y5yidLZoo4oOACHIAkyoABK4BxUQQ0QcAcewAQ8GffGo/FsvMyjEWMxsw9+wHh7B7AVoRY=</latexit>

P (Y = A|X = A,Z = C) =
P (Z = C|X = A, Y = A)P (Y = A|X = A)

P (Z = C|X = A)

1/3

1/2

1/2

<latexit sha1_base64="vxEbwQCmsYSy3y5Tu4qCSy/TC3w=">AAACQnicdZDLTgIxGIU7XhFvqEs3jUSjiWIHUHBBorJxiYkoyhDSKR1o6FzSdkzIyLO58Qnc+QBuXGiMWxd2AOMl+idNTr9zmrbHDjiTCqEHY2x8YnJqOjGTnJ2bX1hMLS2fSz8UhFaJz31Rs7GknHm0qpjitBYIil2b0wu7W479i2sqJPO9M9ULaMPFbY85jGClUTN1Wdm8LB3f1EpH21el8hYswQ1owh0Y46MvvAMHpPxFLEtnk8Ow5QhMIrMf5fp6h7SR3c01U2mUQShf2EdQi4NisVjQIruH8ghBU1vxpMFoKs3UvdXySehSTxGOpaybKFCNCAvFCKf9pBVKGmDSxW1a19LDLpWNaFBBH65r0oKOL/TyFBzQ7yci7ErZc22ddLHqyN9eDP/y6qFyio2IeUGoqEeGFzkhh8qHcZ+wxQQlive0wEQw/VZIOlj3oXTrSV3C50/h/+I8mzH3M/nTfPrweFRHAqyCNbAJTFAAh+AEVEAVEHALHsEzeDHujCfj1XgbRseM0ZkV8GOM9w9fwaYQ</latexit>

P (Y = B|X = A,Z = C) =1� P (Y = A|X = A,Z = C)� P (Y = C|X = A,Z = C)

=1� 1

3
� 0 = 2/3



Monte Hall Problem & Application of Bayes’ Rule

Importance: Incorporating knowledge about the process that generated the data. 

The first step towards causal inference.  

‘Host could have opened’, ‘he was forced to open’, ‘randomly opened’, ‘about to 

open’, … 

A B C
X = Door chosen by player

Y = Door hiding the car

Z = Door opened by host

46
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Independence

X and Y are independent events: P(X,Y) = P(X)P(Y) 

Equivalently: P(X|Y) = P(X) (where P(Y) is non-zero, otherwise P(X|Y) not defined) 

Conditional independence: P(X,Y|Z) = P(X|Z)P(Y|Z) 

Equivalently: P(X|Y,Z) = P(X|Z) (again, for P(Y,Z) non-zero) 

Independence of several events: 

Remark: Pairwise independence does not imply independence 

Example: 2 independent fair coin tosses (p1, p2 = 0.5) 

Consider 3 events: 

H1 = first coin is a head 

H2 = second coin is a head 

J = the two tosses have the same results

H T

H

T
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Independence

X and Y are independent events: P(X,Y) = P(X)P(Y) 

Equivalently: P(X|Y) = P(X) (where P(Y) is non-zero, otherwise P(X|Y) not defined) 

Conditional independence: P(X,Y|Z) = P(X|Z)P(Y|Z) 

Equivalently: P(X|Y,Z) = P(X|Z) (again, for P(Y,Z) non-zero) 

Independence of several events: 

Remark: Pairwise independence does not imply independence 

Example: 2 independent fair coin tosses (p1, p2 = 0.5) 

H1 & H2: independent coin tosses  

P(H1,H2) = P(H1|H2)P(H2) = 0.5x0.5 = P(H1)P(H2) 

H T

H

T
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Independence

X and Y are independent events: P(X,Y) = P(X)P(Y) 

Equivalently: P(X|Y) = P(X) (where P(Y) is non-zero, otherwise P(X|Y) not defined) 

Conditional independence: P(X,Y|Z) = P(X|Z)P(Y|Z) 

Equivalently: P(X|Y,Z) = P(X|Z) (again, for P(Y,Z) non-zero) 

Independence of several events: 

Remark: Pairwise independence does not imply independence 

Example: 2 independent fair coin tosses (p1, p2 = 0.5) 

H1 & H2: independent coin tosses  

P(H1,J) = P(J | H1)P(H1) =  

Given H1, what is the probability of J  

(i.e second toss also being a head) 

So: P(J | H1) = 0.5

H T

H

T
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Independence

X and Y are independent events: P(X,Y) = P(X)P(Y) 

Equivalently: P(X|Y) = P(X) (where P(Y) is non-zero, otherwise P(X|Y) not defined) 

Conditional independence: P(X,Y|Z) = P(X|Z)P(Y|Z) 

Equivalently: P(X|Y,Z) = P(X|Z) (again, for P(Y,Z) non-zero) 

Independence of several events: 

Remark: Pairwise independence does not imply independence 

Example: 2 independent fair coin tosses (p1, p2 = 0.5) 

H1 & H2: independent coin tosses  

P(H1,J) = P(J | H1)P(H1) = 0.5 x 0.5 = P(J)P(H1) 

Given H1, what is the probability of J  

(i.e second toss also being a head) 

So: P(J | H1) = 0.5

H T

H

T



51

Independence

X and Y are independent events: P(X,Y) = P(X)P(Y) 

Equivalently: P(X|Y) = P(X) (where P(Y) is non-zero, otherwise P(X|Y) not defined) 

Conditional independence: P(X,Y|Z) = P(X|Z)P(Y|Z) 

Equivalently: P(X|Y,Z) = P(X|Z) (again, for P(Y,Z) non-zero) 

Independence of several events: 

Remark: Pairwise independence does not imply independence 

Example: 2 independent fair coin tosses (p1, p2 = 0.5) 

H1 & H2: independent coin tosses  

P(H2,J) = P(J | H2)P(H2) = 0.5 x 0.5 = P(J)P(H2) 

So pair-wise independent. BUT … 

H T

H

T
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Independence

X and Y are independent events: P(X,Y) = P(X)P(Y) 

Equivalently: P(X|Y) = P(X) (where P(Y) is non-zero, otherwise P(X|Y) not defined) 

Conditional independence: P(X,Y|Z) = P(X|Z)P(Y|Z) 

Equivalently: P(X|Y,Z) = P(X|Z) (again, for P(Y,Z) non-zero) 

Independence of several events: 

Remark: Pairwise independence does not imply independence 

Example: 2 independent fair coin tosses (p1, p2 = 0.5) 

H1 & H2: independent coin tosses  

P(H1,H2,J) = P(H1 | H2,J) P(H2,J) = 1 x 0.25 = 0.25 

H T

H

T
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Independence

X and Y are independent events: P(X,Y) = P(X)P(Y) 

Equivalently: P(X|Y) = P(X) (where P(Y) is non-zero, otherwise P(X|Y) not defined) 

Conditional independence: P(X,Y|Z) = P(X|Z)P(Y|Z) 

Equivalently: P(X|Y,Z) = P(X|Z) (again, for P(Y,Z) non-zero) 

Independence of several events: 

Remark: Pairwise independence does not imply independence 

Example: 2 independent fair coin tosses (p1, p2 = 0.5) 

H1 & H2: independent coin tosses  

P(H1,H2,J) = P(H1 | H2,J) P(H2,J) = 1 x 0.25 = 0.25 

However, P(H1)P(H2)P(J)=0.5x0.5x0.5=0.125 

i.e. not jointly independent 

H T

H

T

<latexit sha1_base64="h85T8iBQ0jscUE6aOeYXWmohD9U=">AAAB63icdVDLSgMxFM34rPVVdekmWARXJVPGdtwV3bisYB/QDiWTZtrQJDMmGaEM/QU3LhRx6w+582/MtBVU9MCFwzn3cu89YcKZNgh9OCura+sbm4Wt4vbO7t5+6eCwreNUEdoiMY9VN8SaciZpyzDDaTdRFIuQ0044ucr9zj1VmsXy1kwTGgg8kixiBJtc6kt6NyiVUQUhr15D0JIL3/frllTPkYcQdK2VowyWaA5K7/1hTFJBpSEca91zUWKCDCvDCKezYj/VNMFkgke0Z6nEguogm986g6dWGcIoVrakgXP1+0SGhdZTEdpOgc1Y//Zy8S+vl5rIDzImk9RQSRaLopRDE8P8cThkihLDp5Zgopi9FZIxVpgYG0/RhvD1KfyftKsVt1bxbrxy43IZRwEcgxNwBlxQBw1wDZqgBQgYgwfwBJ4d4Tw6L87ronXFWc4cgR9w3j4BfYuOjw==</latexit>

6=
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Expected values

The probability distribution of a random variable X provides us with probabilities 

of all possible values of X. 

Summarise information, with some loss of information, represented by:   

The expected value or mean: 

For a dice: (1x1/6) + (2x1/6) + (3x1/6) + (4x1/6) + (5x1/6) + (6x1/6) = 3.5 

<latexit sha1_base64="G16WA+4aijOxvCeYx2jbEj1zyzc=">AAACCHicdVDLSgMxFM3UV62vqksXBotQNyVTalsXhaIILivYB3SGkkkzbWjmQZKRlqFLN/6KGxeKuPUT3Pk3ZtoKKnrgwuGce7n3HifkTCqEPozU0vLK6lp6PbOxubW9k93da8kgEoQ2ScAD0XGwpJz5tKmY4rQTCoo9h9O2M7pI/PYtFZIF/o2ahNT28MBnLiNYaamXPbQ8rIaOE19Oux27ZsnI643hGFqwke/Uxie9bA4VECpVyghqclatViuaFE9RCSFoaitBDizQ6GXfrX5AIo/6inAsZddEobJjLBQjnE4zViRpiMkID2hXUx97VNrx7JEpPNZKH7qB0OUrOFO/T8TYk3LiObozOVv+9hLxL68bKbdqx8wPI0V9Ml/kRhyqACapwD4TlCg+0QQTwfStkAyxwETp7DI6hK9P4f+kVSyY5ULpupSrny/iSIMDcATywAQVUAdXoAGagIA78ACewLNxbzwaL8brvDVlLGb2wQ8Yb59djJjs</latexit>

E[X] =
X

x

x P (X = x)
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Expected values

The probability distribution of a random variable X provides us with probabilities 

of all possible values of X. 

Summarise information, with some loss of information, represented by:   

The expected value or mean: 

For a dice: (1x1/6) + (2x1/6) + (3x1/6) + (4x1/6) + (5x1/6) + (6x1/6) = 3.5 

The expected value of any function of X, e.g. g(x): 

Dice: (1x1/6) + (4x1/6) + (9x1/6) + (16x1/6) + (25x1/6) + (36x1/6) = 15.17

<latexit sha1_base64="G16WA+4aijOxvCeYx2jbEj1zyzc=">AAACCHicdVDLSgMxFM3UV62vqksXBotQNyVTalsXhaIILivYB3SGkkkzbWjmQZKRlqFLN/6KGxeKuPUT3Pk3ZtoKKnrgwuGce7n3HifkTCqEPozU0vLK6lp6PbOxubW9k93da8kgEoQ2ScAD0XGwpJz5tKmY4rQTCoo9h9O2M7pI/PYtFZIF/o2ahNT28MBnLiNYaamXPbQ8rIaOE19Oux27ZsnI643hGFqwke/Uxie9bA4VECpVyghqclatViuaFE9RCSFoaitBDizQ6GXfrX5AIo/6inAsZddEobJjLBQjnE4zViRpiMkID2hXUx97VNrx7JEpPNZKH7qB0OUrOFO/T8TYk3LiObozOVv+9hLxL68bKbdqx8wPI0V9Ml/kRhyqACapwD4TlCg+0QQTwfStkAyxwETp7DI6hK9P4f+kVSyY5ULpupSrny/iSIMDcATywAQVUAdXoAGagIA78ACewLNxbzwaL8brvDVlLGb2wQ8Yb59djJjs</latexit>

E[X] =
X

x

x P (X = x)

<latexit sha1_base64="ap68N7DPqiQxPh9aWvbzM+oSBnI=">AAACDnicdVDLSgMxFM34rPVVdekmWArTTUlLbeuiUBTBZQX7gJmhZNK0Dc08SDLSMvQL3Pgrblwo4ta1O//GTFtBRQ9cOJxzL/fe44acSYXQh7Gyura+sZnaSm/v7O7tZw4O2zKIBKEtEvBAdF0sKWc+bSmmOO2GgmLP5bTjji8Sv3NLhWSBf6OmIXU8PPTZgBGstNTL5GwPq5Hrxpcza2h2807dlpHXm8ChOclDGzbNbn2S72WyqIBQuVpBUJOzWq1W1aR0isoIwaK2EmTBEs1e5t3uByTyqK8Ix1JaRRQqJ8ZCMcLpLG1HkoaYjPGQWpr62KPSiefvzGBOK304CIQuX8G5+n0ixp6UU8/Vncnx8reXiH95VqQGNSdmfhgp6pPFokHEoQpgkg3sM0GJ4lNNMBFM3wrJCAtMlE4wrUP4+hT+T9qlQrFSKF+Xs43zZRwpcAxOgAmKoAoa4Ao0QQsQcAcewBN4Nu6NR+PFeF20rhjLmSPwA8bbJ6pNmpg=</latexit>

E[g(X)] =
X

x

g(x) P (X = x)
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Expected values

The probability distribution of a random variable X provides us with probabilities 

of all possible values of X. 

Summarise information, with some loss of information, represented by:   

The expected value or mean: 

for a continuous variable X.

<latexit sha1_base64="JvCwnQeLt/yMTBx64t/Zoolgwp4=">AAACB3icdVDLSgMxFM34rPVVdSlIsAh1UzJlbOtCKIrgsoJ9QGcomTTThmYeJBlpGbpz46+4caGIW3/BnX9jpq2gogcCh3PuJeceN+JMKoQ+jIXFpeWV1cxadn1jc2s7t7PblGEsCG2QkIei7WJJOQtoQzHFaTsSFPsupy13eJH6rVsqJAuDGzWOqOPjfsA8RrDSUjd3YPtYDVw3uZx02s6ZzQIFR9CG9cLoGPZG3VweFRGyKmUENTmtVqsVTUonyEIImtpKkQdz1Lu5d7sXktingSIcS9kxUaScBAvFCKeTrB1LGmEyxH3a0TTAPpVOMr1jAo+00oNeKPTTOabq940E+1KOfVdPpqnlby8V//I6sfKqTsKCKFY0ILOPvJhDFcK0FNhjghLFx5pgIpjOCskAC0yUri6rS/i6FP5PmqWiWS5a11a+dj6vIwP2wSEoABNUQA1cgTpoAALuwAN4As/GvfFovBivs9EFY76zB37AePsEcNWYaA==</latexit>

E[X] =

Z
x P (x)dx
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Variance

The variance of a random variable X, denoted Var(X) or         : 

and can be calculated as 

  

(Integral of continuous variables ), and measure how “spread out” the values of X in 

a data set are relative to their mean.  

The standard deviation        ,  (has the same units as X). 

For a normal distribution, ~2/3 of the population values  

of X fall within one           , 95% fall between 2          , etc.  

<latexit sha1_base64="GP0fpDVOl0eTtN2kBOJ3J4Smp7s=">AAACEHicdVBNS0JBFJ1nX2ZfVss2QxLpIpknprYIpAhaGqQ+0JfMG0cdnPfBzDxBHv6ENv2VNi2KaNuyXf+meWpgUQcGzpxzL/fe4wScSYXQp5FYWl5ZXUuupzY2t7Z30rt7DemHgtA68bkvLAdLyplH64opTq1AUOw6nDad4WXsN0dUSOZ7t2ocUNvFfY/1GMFKS5308QiLrJU7h20Xq4HjRFeTVtY6WfhZdu6uYHfSGZRHqFguIajJWaVSKWtSOEVFhKCprRgZMEetk/5od30SutRThGMpWyYKlB1hoRjhdJJqh5IGmAxxn7Y09bBLpR1ND5rAI610Yc8X+nkKTtXFjgi7Uo5dR1fGi8rfXiz+5bVC1avYEfOCUFGPzAb1Qg6VD+N0YJcJShQfa4KJYHpXSAZYYKJ0hikdwvel8H/SKOTNUr54U8xUL+ZxJMEBOARZYIIyqIJrUAN1QMA9eATP4MV4MJ6MV+NtVpow5j374AeM9y8YQJwJ</latexit>

var(X) = E[(X � E[X])2]

<latexit sha1_base64="1y7oYUPqT9bkZswWQUjym11d0IA=">AAACEHicdVBNS0JBFJ1nX2ZfVss2QxLpIhnF1BaBFEFLg7QH+nrMG0cdnPfBzDxRHv6ENv2VNi2KaNuyXf+meWpQUQcuHM65l3vvcQLOpELow0gsLC4tryRXU2vrG5tb6e2dpvRDQWiD+NwXpoMl5cyjDcUUp2YgKHYdTm+cwXns3wypkMz3rtU4oJaLex7rMoKVluz04RCLrJk7hW0ZuvYoax61Xaz6jhNdTFqmlbstBraZHeXsdAblESpVyghqclKtViuaFI9RCSFY0FaMDJijbqff2x2fhC71FOFYylYBBcqKsFCMcDpJtUNJA0wGuEdbmnrYpdKKpg9N4IFWOrDrC12eglP1+0SEXSnHrqM742vlby8W//JaoepWrYh5QaioR2aLuiGHyodxOrDDBCWKjzXBRDB9KyR9LDBROsOUDuHrU/g/aRbzhXK+dFXK1M7mcSTBHtgHWVAAFVADl6AOGoCAO/AAnsCzcW88Gi/G66w1YcxndsEPGG+fqlebwg==</latexit>

var(X) =
X

x

(X � E[X])2pX(x)

<latexit sha1_base64="bBz1ABIvAb8gI+5QAzPCYlcee/8=">AAAB73icdVDLSgMxFM34rPVVdekmWARXJVPGdtwV3bisYNuBdiiZNNOGJpkxyQhl6E+4caGIW3/HnX9j+hBU9MCFwzn3cu89UcqZNgh9OCura+sbm4Wt4vbO7t5+6eCwrZNMEdoiCU9UEGFNOZO0ZZjhNEgVxSLitBONr2Z+554qzRJ5ayYpDQUeShYzgo2Vgp5mQ4H7Qb9URhWEvHoNQUsufN+vW1I9Rx5C0LXWDGWwRLNfeu8NEpIJKg3hWOuui1IT5lgZRjidFnuZpikmYzykXUslFlSH+fzeKTy1ygDGibIlDZyr3ydyLLSeiMh2CmxG+rc3E//yupmJ/TBnMs0MlWSxKM44NAmcPQ8HTFFi+MQSTBSzt0IywgoTYyMq2hC+PoX/k3a14tYq3o1Xblwu4yiAY3ACzoAL6qABrkETtAABHDyAJ/Ds3DmPzovzumhdcZYzR+AHnLdPZm6QOw==</latexit>�X

<latexit sha1_base64="bBz1ABIvAb8gI+5QAzPCYlcee/8=">AAAB73icdVDLSgMxFM34rPVVdekmWARXJVPGdtwV3bisYNuBdiiZNNOGJpkxyQhl6E+4caGIW3/HnX9j+hBU9MCFwzn3cu89UcqZNgh9OCura+sbm4Wt4vbO7t5+6eCwrZNMEdoiCU9UEGFNOZO0ZZjhNEgVxSLitBONr2Z+554qzRJ5ayYpDQUeShYzgo2Vgp5mQ4H7Qb9URhWEvHoNQUsufN+vW1I9Rx5C0LXWDGWwRLNfeu8NEpIJKg3hWOuui1IT5lgZRjidFnuZpikmYzykXUslFlSH+fzeKTy1ygDGibIlDZyr3ydyLLSeiMh2CmxG+rc3E//yupmJ/TBnMs0MlWSxKM44NAmcPQ8HTFFi+MQSTBSzt0IywgoTYyMq2hC+PoX/k3a14tYq3o1Xblwu4yiAY3ACzoAL6qABrkETtAABHDyAJ/Ds3DmPzovzumhdcZYzR+AHnLdPZm6QOw==</latexit>�X
<latexit sha1_base64="bBz1ABIvAb8gI+5QAzPCYlcee/8=">AAAB73icdVDLSgMxFM34rPVVdekmWARXJVPGdtwV3bisYNuBdiiZNNOGJpkxyQhl6E+4caGIW3/HnX9j+hBU9MCFwzn3cu89UcqZNgh9OCura+sbm4Wt4vbO7t5+6eCwrZNMEdoiCU9UEGFNOZO0ZZjhNEgVxSLitBONr2Z+554qzRJ5ayYpDQUeShYzgo2Vgp5mQ4H7Qb9URhWEvHoNQUsufN+vW1I9Rx5C0LXWDGWwRLNfeu8NEpIJKg3hWOuui1IT5lgZRjidFnuZpikmYzykXUslFlSH+fzeKTy1ygDGibIlDZyr3ydyLLSeiMh2CmxG+rc3E//yupmJ/TBnMs0MlWSxKM44NAmcPQ8HTFFi+MQSTBSzt0IywgoTYyMq2hC+PoX/k3a14tYq3o1Xblwu4yiAY3ACzoAL6qABrkETtAABHDyAJ/Ds3DmPzovzumhdcZYzR+AHnLdPZm6QOw==</latexit>�X

<latexit sha1_base64="u4n2I9RJ12BJWEUGoHkatYzByRg=">AAAB8XicdVDLSgMxFM3UV62vqks3wSK4KpkytuOu6MZlBfvAdiyZNNOGJpkhyQhl6F+4caGIW//GnX9j+hBU9MCFwzn3cu89YcKZNgh9OLmV1bX1jfxmYWt7Z3evuH/Q0nGqCG2SmMeqE2JNOZO0aZjhtJMoikXIaTscX8789j1VmsXyxkwSGgg8lCxiBBsr3fY0Gwrc79xV+sUSKiPk1aoIWnLu+37NksoZ8hCCrrVmKIElGv3ie28Qk1RQaQjHWnddlJggw8owwum00Es1TTAZ4yHtWiqxoDrI5hdP4YlVBjCKlS1p4Fz9PpFhofVEhLZTYDPSv72Z+JfXTU3kBxmTSWqoJItFUcqhieHsfThgihLDJ5Zgopi9FZIRVpgYG1LBhvD1KfyftCplt1r2rr1S/WIZRx4cgWNwClxQA3VwBRqgCQiQ4AE8gWdHO4/Oi/O6aM05y5lD8APO2yeRSZDf</latexit>

�2
X



Covariance

The degree to which two random variables X and Y co-vary (degree associated):  

and measures a specific way X and Y co-vary, i.e., linearly. When normalised, it 

yields the correlation coefficient (Pearson correlation):  

a dimensionless quantity between -1 and 1.  

<latexit sha1_base64="fIyp1jn1ylU5pk1ugdAInn3CIZk=">AAACI3icdVBNS0JBFJ1nX2ZfVss2QxLoIhnlpRYEUgQtDVKf6EPmjaMOzvtgZl4gD/9Lm/5KmxaFtGnRf2meGljUgYEz59zLvfc4AWdSIfRhJFZW19Y3kpupre2d3b30/kFD+qEgtE587gvLwZJy5tG6YopTKxAUuw6nTWd0HfvNByok8717NQ6o7eKBx/qMYKWlbvqiI9nAxd3Iak0uOy5WQ8eJbibtrHW69LPsXLa1LLTsnN1NZ1AeIbNcQlCT80qlUtakeIZMhGBBWzEyYIFaNz3t9HwSutRThGMp2wUUKDvCQjHC6STVCSUNMBnhAW1r6mGXSjua3TiBJ1rpwb4v9PMUnKnLHRF2pRy7jq6M15S/vVj8y2uHql+xI+YFoaIemQ/qhxwqH8aBwR4TlCg+1gQTwfSukAyxwETpWFM6hO9L4f+kUcwXSnnzzsxUrxZxJMEROAZZUABlUAW3oAbqgIBH8AxewZvxZLwYU+N9XpowFj2H4AeMzy8QfqSJ</latexit>

�XY = E[(X � E[X])(Y � E[Y ])]

<latexit sha1_base64="O+e43BT1B2zXDgkNOWiOChKmq2E=">AAACF3icdVDLSgMxFM3UV62vUZdugkVwVdJS23EhFN24rGBfdErJpJk2NJkZkoxQhvkLN/6KGxeKuNWdf2P6AhU9EHJyzr3c3ONFnCmN0KeVWVldW9/Ibua2tnd29+z9g6YKY0log4Q8lG0PK8pZQBuaaU7bkaRYeJy2vPHV1G/dUalYGNzqSUR7Ag8D5jOCtZH6dsGVo7CftDvphetLTBJXsaHAMyVdPtqLu5P27TwqIFSuVhA05NxxnKohpTNURggWjTVFHixQ79sf7iAksaCBJhwr1S2iSPcSLDUjnKY5N1Y0wmSMh7RraIAFVb1ktlcKT4wygH4ozQk0nKnfOxIslJoIz1QKrEfqtzcV//K6sfadXsKCKNY0IPNBfsyhDuE0JDhgkhLNJ4ZgIpn5KyQjbOLRJsqcCWG5KfyfNEuFYqVQvinna5eLOLLgCByDU1AEVVAD16AOGoCAe/AInsGL9WA9Wa/W27w0Yy16DsEPWO9fWcWhVA==</latexit>

⇢XY =
�XY

�X�Y



Covariance

The degree to which two random variables X and Y co-vary (degree associated):  

and measures a specific way X and Y co-vary, i.e., linearly. When normalised, it 

yields the correlation coefficient (Pearson correlation):  

a dimensionless quantity between -1 and 1.  

When X and Y are independent, then                    .  

The reverse is not true!  

(e.g.              may be zero, but not linear-correlation, hence dependence exists. 

This requires more complex methods of demonstrating if                                       )

<latexit sha1_base64="fIyp1jn1ylU5pk1ugdAInn3CIZk=">AAACI3icdVBNS0JBFJ1nX2ZfVss2QxLoIhnlpRYEUgQtDVKf6EPmjaMOzvtgZl4gD/9Lm/5KmxaFtGnRf2meGljUgYEz59zLvfc4AWdSIfRhJFZW19Y3kpupre2d3b30/kFD+qEgtE587gvLwZJy5tG6YopTKxAUuw6nTWd0HfvNByok8717NQ6o7eKBx/qMYKWlbvqiI9nAxd3Iak0uOy5WQ8eJbibtrHW69LPsXLa1LLTsnN1NZ1AeIbNcQlCT80qlUtakeIZMhGBBWzEyYIFaNz3t9HwSutRThGMp2wUUKDvCQjHC6STVCSUNMBnhAW1r6mGXSjua3TiBJ1rpwb4v9PMUnKnLHRF2pRy7jq6M15S/vVj8y2uHql+xI+YFoaIemQ/qhxwqH8aBwR4TlCg+1gQTwfSukAyxwETpWFM6hO9L4f+kUcwXSnnzzsxUrxZxJMEROAZZUABlUAW3oAbqgIBH8AxewZvxZLwYU+N9XpowFj2H4AeMzy8QfqSJ</latexit>

�XY = E[(X � E[X])(Y � E[Y ])]

<latexit sha1_base64="O+e43BT1B2zXDgkNOWiOChKmq2E=">AAACF3icdVDLSgMxFM3UV62vUZdugkVwVdJS23EhFN24rGBfdErJpJk2NJkZkoxQhvkLN/6KGxeKuNWdf2P6AhU9EHJyzr3c3ONFnCmN0KeVWVldW9/Ibua2tnd29+z9g6YKY0log4Q8lG0PK8pZQBuaaU7bkaRYeJy2vPHV1G/dUalYGNzqSUR7Ag8D5jOCtZH6dsGVo7CftDvphetLTBJXsaHAMyVdPtqLu5P27TwqIFSuVhA05NxxnKohpTNURggWjTVFHixQ79sf7iAksaCBJhwr1S2iSPcSLDUjnKY5N1Y0wmSMh7RraIAFVb1ktlcKT4wygH4ozQk0nKnfOxIslJoIz1QKrEfqtzcV//K6sfadXsKCKNY0IPNBfsyhDuE0JDhgkhLNJ4ZgIpn5KyQjbOLRJsqcCWG5KfyfNEuFYqVQvinna5eLOLLgCByDU1AEVVAD16AOGoCAe/AInsGL9WA9Wa/W27w0Yy16DsEPWO9fWcWhVA==</latexit>

⇢XY =
�XY

�X�Y

<latexit sha1_base64="gGKY2Vhnx5N4G+o/tySbles809I=">AAAB8nicdVDLSsNAFJ3UV62vqks3g0VwVSYltnEhFN24rGAfkoYymU7aoZNMmJkIJfQz3LhQxK1f486/cdJWUNEDFw7n3Mu99wQJZ0oj9GEVVlbX1jeKm6Wt7Z3dvfL+QUeJVBLaJoIL2QuwopzFtK2Z5rSXSIqjgNNuMLnK/e49lYqJ+FZPE+pHeBSzkBGsjeT15VgMst7d7AINyhVURchp1BE05Nx13YYhtTPkIARtY+WogCVag/J7fyhIGtFYE46V8myUaD/DUjPC6azUTxVNMJngEfUMjXFElZ/NT57BE6MMYSikqVjDufp9IsORUtMoMJ0R1mP128vFvzwv1aHrZyxOUk1jslgUphxqAfP/4ZBJSjSfGoKJZOZWSMZYYqJNSiUTwten8H/SqVXtetW5cSrNy2UcRXAEjsEpsEEDNME1aIE2IECAB/AEni1tPVov1uuitWAtZw7BD1hvn1UfkU8=</latexit>

⇢XY = 0

<latexit sha1_base64="PqNGKRptSr1DobdcKBOW+uStuJQ=">AAAB8HicdVDLSgMxFM3UV62vqks3wSK4KplS23FXdOOygn3RDiWTZtrQJDMkGaEM/Qo3LhRx6+e482/MtBVU9MCFwzn3cu89QcyZNgh9OLm19Y3Nrfx2YWd3b/+geHjU1lGiCG2RiEeqG2BNOZO0ZZjhtBsrikXAaSeYXmd+554qzSJ5Z2Yx9QUeSxYygo2VegM1iYZptzcfFkuojFC1XkPQkkvP8+qWVC5QFSHoWitDCazQHBbfB6OIJIJKQzjWuu+i2PgpVoYRTueFQaJpjMkUj2nfUokF1X66OHgOz6wygmGkbEkDF+r3iRQLrWcisJ0Cm4n+7WXiX14/MaHnp0zGiaGSLBeFCYcmgtn3cMQUJYbPLMFEMXsrJBOsMDE2o4IN4etT+D9pV8purVy9rZYaV6s48uAEnIJz4II6aIAb0AQtQIAAD+AJPDvKeXRenNdla85ZzRyDH3DePgFeW5DO</latexit>⇢XY
<latexit sha1_base64="pL1CAviZhg4Xl+KES5d8AyMp+9Q=">AAAB8nicdVDLSgMxFM3UV62vqks3wSK0m5IpYzsuhKIblxXsQ6ZDyaSZNjTzIMkIZexnuHGhiFu/xp1/Y6atoKIHQg7n3Mu993gxZ1Ih9GHkVlbX1jfym4Wt7Z3dveL+QUdGiSC0TSIeiZ6HJeUspG3FFKe9WFAceJx2vcll5nfvqJAsCm/UNKZugEch8xnBSktOq3x736uc668yKJZQFSGrUUdQkzPbthua1E6RhRA0tZWhBJZoDYrv/WFEkoCGinAspWOiWLkpFooRTmeFfiJpjMkEj6ijaYgDKt10vvIMnmhlCP1I6BcqOFe/d6Q4kHIaeLoywGosf3uZ+JfnJMq33ZSFcaJoSBaD/IRDFcHsfjhkghLFp5pgIpjeFZIxFpgonVJBh/B1KfyfdGpVs161rq1S82IZRx4cgWNQBiZogCa4Ai3QBgRE4AE8gWdDGY/Gi/G6KM0Zy55D8APG2yerJZA6</latexit>

P (Y |X) = P (Y )



Anscombe’s Quartet

Group of 4 datasets with nearly identical simple descriptive statistical properties: 

- Mean and sample variance of X 

- Mean and sample variance of Y 

- Correlation between X and Y 

- Linear regression line (coefficient the same up to 2 or 3 decimal places) 

-       coefficient 

A note on         : A measure for goodness-of-fit 

If the fit y=f(x) is a perfect fit, the numerator is zero,                  , and 

                implies the fit f(x) is no better than baseline average      .  

Negative values corresponds to models worse than the baseline average. 

<latexit sha1_base64="RfL+8KHsXhud8wnN7+/EAmAQCYM=">AAACW3icdVFdT9swFHXSAV35KqA97cWiQioSVE5V2u4BCW0ve2QTBaSmRI7rFAvHiWwHEUX5k3tiD/sr025KJgGCK13p6Jxzr+3jMJXCWEJ+O27jw8rqWvNja31jc2u7vbN7aZJMMz5hiUz0dUgNl0LxiRVW8utUcxqHkl+Fd98q/eqeayMSdWHzlM9iulAiEoxaoIK2/nnTx6fYw8fYjzRlhW+yOBDdPBDHUSAOb/rlc8oPqS7ysqKxj4+ggYX5qPsA5pqqTaf1Rq8sFLiXSyp70O6QHiGD0ZBgAF/G4/EIQP+EDAjBHkhVdVBd50H7lz9PWBZzZZmkxkw9ktpZQbUVTPKy5WeGp5Td0QWfAlQ05mZWLLMp8QEwcxwlGlpZvGSfTxQ0NiaPQ3DG1N6a11pFvqVNMxuNZ4VQaWa5Yk8HRZnENsFV0HguNGdW5gAo0wLuitkthUAsfEcLQvj/Uvw+uOz3vGHv5Megc/a1jqOJPqN91EUeGqEz9B2dowli6BH9ddacpvPHbbgtd+PJ6jr1zB56Ue6nf6eQsXU=</latexit>

R2 = 1�
P

i(yi � fi)2P
i(yi � ȳ)2

, yi = f(xi) , ȳ =
1

n

X

i

yi

<latexit sha1_base64="pu3LLzIGP5XLBMpw2d8Mstep8so=">AAAB6nicdVDJSgNBEK1xjXGLevTSGARPoSeMyXgLevEYlyyQjKGn05M06Vno7hFCyCd48aCIV7/Im39jTxJBRR8UPN6roqqenwiuNMYf1tLyyuraem4jv7m1vbNb2NtvqjiVlDVoLGLZ9oligkesobkWrJ1IRkJfsJY/usj81j2TisfRrR4nzAvJIOIBp0Qb6eb6rtwrFHEJY6dawciQM9d1q4aUT7GDMbKNlaEIC9R7hfduP6ZpyCJNBVGqY+NEexMiNaeCTfPdVLGE0BEZsI6hEQmZ8iazU6fo2Ch9FMTSVKTRTP0+MSGhUuPQN50h0UP128vEv7xOqgPXm/AoSTWL6HxRkAqkY5T9jfpcMqrF2BBCJTe3IjokklBt0smbEL4+Rf+TZrlkV0rOlVOsnS/iyMEhHMEJ2FCFGlxCHRpAYQAP8ATPlrAerRfrdd66ZC1mDuAHrLdPN0mNxw==</latexit>

R2

<latexit sha1_base64="pu3LLzIGP5XLBMpw2d8Mstep8so=">AAAB6nicdVDJSgNBEK1xjXGLevTSGARPoSeMyXgLevEYlyyQjKGn05M06Vno7hFCyCd48aCIV7/Im39jTxJBRR8UPN6roqqenwiuNMYf1tLyyuraem4jv7m1vbNb2NtvqjiVlDVoLGLZ9oligkesobkWrJ1IRkJfsJY/usj81j2TisfRrR4nzAvJIOIBp0Qb6eb6rtwrFHEJY6dawciQM9d1q4aUT7GDMbKNlaEIC9R7hfduP6ZpyCJNBVGqY+NEexMiNaeCTfPdVLGE0BEZsI6hEQmZ8iazU6fo2Ch9FMTSVKTRTP0+MSGhUuPQN50h0UP128vEv7xOqgPXm/AoSTWL6HxRkAqkY5T9jfpcMqrF2BBCJTe3IjokklBt0smbEL4+Rf+TZrlkV0rOlVOsnS/iyMEhHMEJ2FCFGlxCHRpAYQAP8ATPlrAerRfrdd66ZC1mDuAHrLdPN0mNxw==</latexit>

R2

<latexit sha1_base64="PE9RUs97Q9LicHvPhXd1z71mQqw=">AAAB7nicdVDLSgNBEOz1GeMr6tHLYBA8hdmwJutBCHrxGMU8IFnD7GQ2GTL7YGZWCCEf4cWDIl79Hm/+jbNJBBUtaCiquunu8hPBlcb4w1paXlldW89t5De3tnd2C3v7TRWnkrIGjUUs2z5RTPCINTTXgrUTyUjoC9byR5eZ37pnUvE4utXjhHkhGUQ84JRoI7Vu7sroHNm9QhGXMHaqFYwMOXNdt2pI+RQ7GCPbWBmKsEC9V3jv9mOahizSVBClOjZOtDchUnMq2DTfTRVLCB2RAesYGpGQKW8yO3eKjo3SR0EsTUUazdTvExMSKjUOfdMZEj1Uv71M/MvrpDpwvQmPklSziM4XBalAOkbZ76jPJaNajA0hVHJzK6JDIgnVJqG8CeHrU/Q/aZZLdqXkXDvF2sUijhwcwhGcgA1VqMEV1KEBFEbwAE/wbCXWo/Vivc5bl6zFzAH8gPX2Cdc+jp0=</latexit>

R2 = 1
<latexit sha1_base64="w2SaoNGIsfzmRqFE0ZLWeU0aYJE=">AAAB7nicdVDLSgNBEOz1GeMr6tHLYBA8hdmwJutBCHrxGMU8IFnD7GQ2GTL7YGZWCCEf4cWDIl79Hm/+jbNJBBUtaCiquunu8hPBlcb4w1paXlldW89t5De3tnd2C3v7TRWnkrIGjUUs2z5RTPCINTTXgrUTyUjoC9byR5eZ37pnUvE4utXjhHkhGUQ84JRoI7Vu7sroHOFeoYhLGDvVCkaGnLmuWzWkfIodjJFtrAxFWKDeK7x3+zFNQxZpKohSHRsn2psQqTkVbJrvpoolhI7IgHUMjUjIlDeZnTtFx0bpoyCWpiKNZur3iQkJlRqHvukMiR6q314m/uV1Uh243oRHSapZROeLglQgHaPsd9TnklEtxoYQKrm5FdEhkYRqk1DehPD1KfqfNMslu1Jyrp1i7WIRRw4O4QhOwIYq1OAK6tAACiN4gCd4thLr0XqxXuetS9Zi5gB+wHr7BNW6jpw=</latexit>

R2 = 0
<latexit sha1_base64="CIKkOlOPIBG/GtNdKxUWBUk+e2o=">AAAB7nicdVDLSgNBEOyNrxhfUY9eBoPgKcyGmKy3oBePEcwDkiXMTmaTIbMPZmaFZclHePGgiFe/x5t/42wSQUULGoqqbrq7vFhwpTH+sApr6xubW8Xt0s7u3v5B+fCoq6JEUtahkYhk3yOKCR6yjuZasH4sGQk8wXre7Dr3e/dMKh6FdzqNmRuQSch9Tok2Um/oEZml81G5gqsY15sNjAy5dBynaUjtAtcxRraxclRghfao/D4cRzQJWKipIEoNbBxrNyNScyrYvDRMFIsJnZEJGxgakoApN1ucO0dnRhkjP5KmQo0W6veJjARKpYFnOgOip+q3l4t/eYNE+46b8TBONAvpcpGfCKQjlP+OxlwyqkVqCKGSm1sRnRJJqDYJlUwIX5+i/0m3VrUb1fptvdK6WsVRhBM4hXOwoQktuIE2dIDCDB7gCZ6t2Hq0XqzXZWvBWs0cww9Yb58LCpAP</latexit>

ȳ



Anscombe’s Quartet

Group of 4 datasets with nearly identical simple descriptive statistical properties: 

- Mean and sample variance of X 

- Mean and sample variance of Y 

- Correlation between X and Y 

- Linear regression line (coefficient the same up to 2 or 3 decimal places) 

-      coefficient 

Yet, very different distributions, which can be observed by plotting the graphs 

Same Pearson correlation, but, 

different dependence structure 

(X causes Y, but in different ways) 

<latexit sha1_base64="pu3LLzIGP5XLBMpw2d8Mstep8so=">AAAB6nicdVDJSgNBEK1xjXGLevTSGARPoSeMyXgLevEYlyyQjKGn05M06Vno7hFCyCd48aCIV7/Im39jTxJBRR8UPN6roqqenwiuNMYf1tLyyuraem4jv7m1vbNb2NtvqjiVlDVoLGLZ9oligkesobkWrJ1IRkJfsJY/usj81j2TisfRrR4nzAvJIOIBp0Qb6eb6rtwrFHEJY6dawciQM9d1q4aUT7GDMbKNlaEIC9R7hfduP6ZpyCJNBVGqY+NEexMiNaeCTfPdVLGE0BEZsI6hEQmZ8iazU6fo2Ch9FMTSVKTRTP0+MSGhUuPQN50h0UP128vEv7xOqgPXm/AoSTWL6HxRkAqkY5T9jfpcMqrF2BBCJTe3IjokklBt0smbEL4+Rf+TZrlkV0rOlVOsnS/iyMEhHMEJ2FCFGlxCHRpAYQAP8ATPlrAerRfrdd66ZC1mDuAHrLdPN0mNxw==</latexit>

R2

Figure from WikiPedia
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