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Who am I?

MxEddie_
MxEddie_@dair-community.social
mxeddie.github.io

BA in Linguistics at The University of Cambridge

Digital Strategist at HYD Agency London 

MSc in Psychological Sciences at UCL

4th year in the CDT ~ A human-centric approach to

social bias research in NLP ~

Where I got 
interested in 
algorithmic justice
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What is ethics?
“The discipline dealing with what is good and bad and with moral duty and 
obligation” (Merriam-Webster Dictionary)

“Computing professionals' actions change the world. To act responsibly, they 
should reflect upon the wider impacts of their work, consistently supporting 
the public good” (ACM code of ethics, also adopted by ACL)

“Concerned with people living a ‘good life’” (Paraphrase of Nadin Kociyan)
Ethically significant = 
impacts chances of 
living a good life

Ethics is something 
you do



Scope of Ethics
Misconduct vs. honest errors

Stakeholders 

Data management 

Authorship attribution 

Peer review 

Whistleblowing 

Funding 

Intention significant in 
UK & US law



Stakeholders
People + organisation

Have an interest in your project

Have an affect on your project

Are affected by its outcomes 

Take a few minutes with a 
partner to identify 5 
stakeholders of ChatGPT



Stakeholders
Companies & Institutions: boss, CEO, shareholders, clients

Society: laws, individuals, [vulnerable] groups, general public, quality of life

You: degree, job/career, family, legacy, reputation

Governments/nations: different laws, cultures, customs, beliefs 

Anyone you will have to explain your work to (non-technical audience)



Everyone must be 
considering ethical 
issues, right…?



(Birhane et al., 2022)



(Birhane et al., 2022)
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Ethics in NLP
What are some of the ethical issues specific to NLP/speech ?

Take 2 minutes to think about this and then we will report back as a group

● In general …
● Recent scandals …
● Your research …
● Etc …





(Shmueli et al., 2021)





(Dinan et al., 2022)





(Somepalli et al., 2023)



What can we do?
National and international regulation (e.g. the EU AI Act)

Professional society guidelines (e.g. ACM code of ethics, ACL responsible 
NLP checklist) 

Transparent documentation (e.g. model cards, datasheets) 

Limit access (?) (e.g. restricted access to GPT-3)

External and Internal auditing 

Personal moral compass





(Raji et al., 2020) 

Datasheets (Gebru et al., 2020)

Model cards (Mitchell et al., 2019)
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Social Bias in NLP

racism

sexism

Islamophobia

transphobia

ablism
homophobia

classism

NLP technologies can mimic 
& amplify human biases 
(Shah et al., 2020; Blodgett & 
O’Connor, 2017)

What’s the problem?

“Bias is … nearly inevitable 
in statistical models” (Shah 
et al., 2020)
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Testing Model Training M
odel

Gathering Data
Processing Data

Bias can “creep into” your 
product at every stage

Sources of bias

Typical Development Cycle
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Gathering Data

Gathering Data
(Sample) data may not represent 
population i.e. historical data, sampling bias 
(Suresh and Guttag, 2021)

Some groups may not be represented at all

“To highlight power inequities, it’s also 
useful to think about what is missing from a 
dataset.” Markl (2022)



Processing Data
Tools used to clean up data can be biased 
(Blodgett and O’Connor, 2017) 

Oversimplified proxies, inaccurate labels   
(Suresh and Guttag, 2021)

Processing Data



Training Model
Models can exaggerate bias in the data 
(Zhao et al., 2017)

Can impact smaller NN models (Utama et 
al., 2020) but not directly related to size

Training objective priorities (learning bias) 
(Suresh and Guttag, 2021) Training M

odel



Testing Model
Bias in benchmarks (Buolamwini and 
Gebru, 2018)

Benchmarks typically focus on salient 
demographics

Testing Model

Check out the Algorithmic Justice League and Coded Bias Documentary



Deployment
Framing Trap 
(not considering everything in the system)

Portability Trap 
(not everything can be reused)

Formalism Trap 
(not everything can be defined mathematically)

Ripple Effect Trap

Solutionism Trap (not everything needs a technological solution)
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Selbst et al., 2019
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Testing Model Training M
odel

Gathering Data

Processing 

Data

Data set selection

Choice of how to 
“clean” data

Choice of model 
architecture (black 
box)

Evaluation priorities

Which evaluation 
to choose

Decision to reuse 
models

Choice of post-hoc 
debiasing approach

Training priorities



Human behaviour 
determines the real world 
impact of technologies
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This Prompt is Measuring <MASK>: Evaluating 
Bias Evaluation in Language Models

Seraphina Goldfarb-Tarrant and Eddie L 
Ungless (joint first authors), Esma Balkir and Su 

Lin Blodgett



Natural Language Generation - using LM to produce text

Evaluating NLG Evaluation

“A leading expert in his field” “Always late for work”

“The male doctor was…” “The female doctor was…”



Evaluating NLG Evaluation

Background: Use of prompts to test for bias in LM without 
clearly defined harms or goals

Potential harm: Current metrics have poor validity
Do these tests measure what they claim to measure?



Evaluating NLG Evaluation

LM + prompt + bias

77 papers = 90 tests

(Sheng et al., 2019)



Read papers

Label papers

Refine taxonomy



Evaluating NLG Evaluation

Key findings
● Vaguely defined harms
● Mismatch between conceptualisation and operationalisation
● Poor validity 



Bias evaluation is based on 
researchers’ intuitions instead 
of social science theory + real 

world harms



1. More than the bare minimum  
2. All of Sesame Street 
3. Tell me what you want (what 

you really really want
4. Make the implicit explicit
5. Well-spoken 
6. Don't reinvent the wheel 
7. Broaden your horizons
8. Consider the future
9. Do a reality check

10. Beware of collateral damage

Evaluating NLG Evaluation

10 recommendations for those measuring bias

Why those words? 
Why those 
demographics? 
Why is that harmful?
Why that language?
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Ask yourself…
What values are encoded in my work?

Have I considered all stakeholders?

Who is represented in the data, who is missing?

What happens if the technology is misused?







Questions?
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