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Claims as generalisations

Many ways to express generalisations

e Quantifiers

e Most models perform well on the MT tasks
e We find that generally our method produces fewer hallucinations than the baselines.

e Scoping
e When using beam search, models produce more fluent outputs.
e Generics

e Our model outperforms or performs comparably to the baselines.
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Generalisations and frequency
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Generalisations and frequency
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Generalisations and frequency
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Generic overgeneralization

All .
Lions have manes

{ This lion has a mane } h\

Leslie et al. (2011) 24



Generic overgeneralization

All .
Lions have manes

{ This lion has a mane } h\

Exception

Lionesses don't
have manes

Leslie et al. (2011) 24



Probing for overgeneralization

%AII Lions have manes.

Yes or No? Yes
No

Lionesses don’t have manes.

Yes or No?
Yes
Yes

Overgeneralisation

No Overgeneralisation
From Allaway et al. (2024).
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Consistent overgeneralization in LLMs

Response Types to Question Pairs
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Generic generalisations
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Generics are not like quantified statements (Calderén et al., 2025). o



Hasty generalisations
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Fig 2. The proportion of articles with generalized, generic, unrestricted, hedged, or practice-related result claims (derived by dividing the number of articles
with these claims with the total number of articles of each journal). Error bars indicate standard error for the variability in proportion estimates.

From Peters et al. (2024)
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Hasty generalisations
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Figure 2. Full distribution of sample sizes within each group of x-phi articles.

From Peters and Lemeire (2024)
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Exercise - evaluating claim soundness

1. Rate each claim on a scale of 1-5 (least to most) in terms of robustness,
replicability, and generalisability.
2. Find and identify where the evidence for each claim is located.

e Highlight table or figure labels (e.g., Figure 1) or sentences.
e Use a separate color for the evidence corresponding to each claim.

3. Consider whether there is any non-supporting evidence.
e If so, highlight or mark this evidence (e.g., cells in a table).
4. Rerate the claims, taking into account the evidence you have seen.
e |f your rating is different from initially, please describe why briefly.
5. Discuss the claims and your ratings with your partner and come to a consensus for
each aspect.
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Exercise - evaluating claim soundness

Observations?

e How did evidence impact your perception?
e Did non-supporting evidence influence your perception?

e Did either of these things surprise you?
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