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What do we expect of scientific results?
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Statistically significant and relevant
Hypothesis driven
Accessibility-wise understandable
Falsifiable
Clearly scoped
Good sense of real performance (median, mean)
Reproducible
Grounded in existing literature
Clarity
Lack of quotations in science
Defining terms
Methodologically sound - awareness of potential issues
Overly anthropomorphic



Terms

Pineau et al.

Figure 1: Reproducible Research. Adapted from: https://github.com/WhitakerLab/ReproducibleResearch

Thirdly, as opposed to most scientific disciplines where uncertainty of the observed
e�ects are routinely quantified, it appears like statistical analysis is seldom conducted in
ML research (Forde and Paganini, 2019; Henderson et al., 2018).

2.1 Defining Reproducibility

Before going any further, it is worth defining a few terms that have been used (sometimes
interchangeably) to describe reproducibility & related concepts. We adopt the terminology
from Figure 1, where Reproducible work consists of re-doing an experiment using the same
data and same analytical tools, whereas Replicable work considers di�erent data (presum-
ably sampled from similar distribution or method), Robust work assumes the same data but
di�erent analysis (such as reimplementation of the code, perhaps di�erent computer archi-
tecture), and Generalisable work leads to the same conclusions despite considering di�erent
data and di�erent analytical tools. For the purposes of our work, we focus primarily on the
notion of Reproducibility as defined here, and assume that any modification in analytical
tools (e.g. re-running experiments on a di�erent computer) was small enough as to be neg-
ligible. A recent report by the National Academies of Sciences, Engineering, and Medicine,
provides more in-depth discussion of these concepts, as well as several recommendations for
improving reproducibility broadly across scientific fields (National Academies of Sciences,
Engineering, and Medicine, 2019).

2.2 The Open Science movement

“Open Science is transparent and accessible knowledge that is shared and developed through
collaborative networks” (Vicente-Sáez and Mart́ınez-Fuentes, 2018). In other words, Open
science is a movement to conduct science in a more transparent way. This includes making
code, data, scientific communications and any other research artifact publicly available and
easily accessible over the long-term, thereby increasing the transparency of the research
process and improving the reporting quality in scientific manuscripts (Sonnenburg et al.,
2007). The implementation of Open science practices has been identified as a core factor
that could improve the reproducibility of science (Munafò et al., 2017; Gil et al., 2016). As
such, the NeurIPS reproducibility program was designed to incorporate elements designed
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Issue in NLP
Wieling, Rawee, and van Noord Reproducibility in Computational Linguistics

Table 1

Distribution of data and code availability in both 2011 and 2016.

2011: data 2016: data 2011: code 2016: code

Data / code available 116 75.8% 196 86.3% 48 33.1% 131 59.3%

- working link in paper 98 64.1% 179 78.9% 27 18.6% 80 36.2%
- link sent 11 7.2% 15 6.6% 17 11.7% 50 22.6%
- repaired link sent 7 4.6% 2 0.9% 4 2.8% 1 0.5%
Data / code unavailable 37 24.2% 31 13.7% 97 66.9% 90 40.7%

- sharing impossible 19 12.4% 14 6.2% 46 31.7% 42 19.0%
- no reply 17 11.1% 12 5.3% 43 29.7% 32 14.5%
- good intentions 0 0.0% 2 0.9% 5 3.4% 12 5.4%
- link down 1 0.7% 3 1.3% 3 2.0% 4 1.8%

Total 153 100% 227 100% 145 100% 221 100%
No data/code used 11 4 19 10

Total nr. of papers 164 231 164 231

most frequent response type was that sharing was impossible due to (for example,)
having moved to another institute or company and not having access to the data, being
prohibited from sharing source code that used proprietory company tools, or having
lost the data or source code. The second-most frequent type we observed was the
absence of action. In those cases, we did not receive any reply to our e-mails. The third-
most frequent response type was authors with good intentions, who replied that they
were going to send the requested data and/or code, but did not end up doing so. In only
a very few cases (1–2%), the link to the source code and/or data was not provided anew,
if they were initially present in the paper and no longer working. The total percentage of
available data and/or source code is informative, but another important measure is how
often the source code and/or data were provided when it had to be requested (i.e., the
sum of the sent and repaired link sent frequencies in the appropriate column in Table 1
as a proportion of the sum of these two frequencies and the number of papers in the
corresponding column for which data or code was unavailable). Unfortunately, these
percentages are rather low, with 32.7% for requested 2011 data, 35.4% for requested 2016
data, 17.8% for requested 2011 source code, and 36.2% for requested 2016 source code.
In sum, if data and/or source code were not referenced through a link to a repository in
the paper, authors will most likely not (be able to) supply this information.

Nevertheless, there is a clear improvement between 2011 and 2016. The number
of papers containing a working link to source code almost doubled. Of course, the
improvement can be explained at least partly by observing that it is much easier to
share recent data and source code, rather than older data and code from 5 years ago.

Subsequently, another important question is, if we get access to the data and/or
code, how likely is it that the results reported therein are reproducible? The following
subsection attempts to provide a tentative answer to this question.

3.2 Reproducibility of Selected Studies

For the 2011 papers we selected, we were only able to reproduce the results of a single
study (Liang, Jordan, and Klein 2011) perfectly (time invested: 4 hours). For the study
of He, Lin, and Alani (2011), we were able to reproduce the results almost (but not
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E↵orts to improve reproducibility

The ARR Responsible NLP Research checklist, based on:
X For all reported experimental results

⇤ Description of computing infrastructure
⇤ Average runtime for each approach
⇤ Details of train/validation/test splits
⇤ Corresponding validation performance for each

reported test result
⇤ A link to implemented code

X For experiments with hyperparameter search

⇤ Bounds for each hyperparameter
⇤ Hyperparameter configurations for best-

performing models
⇤ Number of hyperparameter search trials
⇤ The method of choosing hyperparameter values

(e.g., uniform sampling, manual tuning, etc.) and
the criterion used to select among them (e.g., ac-
curacy)

⇤ Expected validation performance, as introduced
in §3.1, or another measure of the mean and vari-
ance as a function of the number of hyperparam-
eter trials.

Dodge et al. (2019)

4827

For papers using a previously-published resource:

1. ⇤ The authors explain their choice of data, given the available resources and their known limitations (e.g.
representativeness issues, biases, annotation artifacts) and any data protection issues (e.g. inclusion of sensitive
health data). See Section .

2. ⇤ The authors discuss whether their use of a previously-published resource is compatible with its original purpose
and license, and any known limitations (e.g. if the target user group is represented in the sample). See Section .

For papers contributing a new resource:

1. ⇤ The authors have the legal basis for processing the data and, if it is made public, for distributing it. (Check one)

1.1. ⇤ The data is in public domain, and licensed for research purposes;
1.2. ⇤ The data is used with consent of its creators or copyright holders;
1.3. ⇤ If the data is used without consent, the paper makes the case to justify its legal basis (e.g. research performed

in the public interest under GDPR). See Section .

2. ⇤ The paper describes in detail the full data collection protocol, including collection, annotation, pre-processing, and
filtering procedures. In the case that the dataset involves work by human subjects (e.g. data creation or annotation),
the paper describes efforts to ensure fair compensation. See Section .

3. ⇤ Safe use of data is ensured. (Check all that apply)

3.1. ⇤ The data does not include any protected information (e.g. sexual orientation or political views under GDPR),
or a specified exception applies. See Section .

3.2. ⇤ The paper is accompanied by a data statement describing the basic demographic and geographic characteristics
of the population that is the source of the language data, and the population that it is intended to represent.

See .
3.3. ⇤ If applicable: the paper describes whether any characteristics of the human subjects were self-reported

(preferably) or inferred (in what way), justifying the methodology and choice of description categories. See
Section .

3.4. ⇤ The paper discusses the harms that may ensue from the limitations of the data collection methodology,
especially concerning marginalized/vulnerable populations, and specifies the scope within which the data can
be used safely. See Section .

3.5. ⇤ If any personal data is used: the paper specifies the standards applied for its storage and processing, and any
anonymization efforts. See Section .

3.6. ⇤ If the individual speakers remain identifiable via search: the paper discusses possible harms from misuse of
this data, and their mitigation. See Section .

4. ⇤ If any data or models are made public: safe reuse is ensured. (Check all that apply)

4.1. ⇤ The data and/or pretrained models are released under a specified license that is compatible with the conditions
under which access to data was granted (in particular, derivatives of data accessed for research purposes
should not be deployed in the real world as anything other than a research prototype, especially commercially).
See .

4.2. ⇤ The paper specifies the efforts to limit the potential use to circumstances in which the data/models could be
used safely (such as an accompanying data/model statements). See Section .

5. ⇤ The data collection protocol was approved by the ethics review board at the authors’ institution, or such review
is not applicable for specified reasons. See Section .

Figure 2: Responsible Data Use Checklist

While we argue that the community should aim
for a common standard, our checklist of course
does not fully specify it: what data is considered
sensitive, what payment fair, what legal grounds
acceptable for processing data without data subject
consent? What it does achieve is forcing the
authors to explicitly consider all these issues and
present their motivation for the choices they made.
If they went through a thorough review by a local
board, they would already have done this work, and

so workload should not increase.12

We readily acknowledge that the development
of a shared norm for what is and is not responsible
data use is already happening. That process is the
reason why from time to time the choices made
in a given paper provoke heated discussion, which

12The added bonus is that once the authors of a resource
document their decisions this way, it will be easier for others
to motivate their use of that resource, providing an indirect
incentive for the dataset creators.

Rogers et al. (2021)
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Limitations & Risks

Limitations (week 3), Risks (now)

• Examples

• potential malicious or unintended harmful e↵ects & uses

• environmental impact

• fairness

• privacy

• security

• Consider particularly

• Dual use

• Variety of stakeholders impacted

• Relevant mitigation strategies

From A2: https://aclrollingreview.org/responsibleNLPresearch/
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Exercise - why are items on the checklist

For each item on the checklist, discuss

• Why is the information useful?

• What area of reproducible research does it contribute to?

9



B - Scientific Artifacts

B1. Cite creators?

B2. Licenses and terms of use?

B3. Intended use?

B4. Uniquely identifying information or o↵ensive content?

B5. Documentation of artifacts?

B6. Statistics of artifacts?

10
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credit and accountability

eallaway
legal protections in data creation to be aware of

eallaway
clear whether it can be used for commerical purposes, especially if sensitive data

eallaway
protections for original data creators or legal protections for protecting

eallaway
datasets/benchmarks - scoping the results and sample population, also for replication

eallaway
grounding findings in numbers, clear about what you specifically did (replication and good practice)



C - Compute Experiments

C1. Parameters and compute information?

C2. Hyperparameters?

C3. Descriptive statistics of results?

C4. Packages and settings?

11

eallaway
context for readers and clear about scale needed to replicate

eallaway
know what you can expect from the results, what is being described (is it mean, median) and not just cherry picking

eallaway
know if people optimise for the test set (for example the random seed),
extensive search is computationally expensive maybe,
know what you can expect from the results, transparency, need for reproduction

eallaway
different implementations can lead to different results, replication



D - Human Annotations & Participants

D1. Instructions to participants?

D2. Recruitment information?

D3. Consent?

D4. Ethics approval?

D5. Annotator population characteristics?

12

eallaway
reliability and generalisability, how to reproduce across populations, ethical check,
should be collecting the minimal necessary data and the amount should be justified

eallaway
recruitment influences the results because may limit the demographic applicability,
compensation - make sure to pay well (ethics), whether pay is tied to performance

eallaway
reliability and generalisability, 
how to reproduce across populations - going through a consenting process impacts the population,
make sure to get assent even if can’t consent,
 ethical check,

eallaway
reliability and generalisability, ethics check clearly stated, 
whether research will have the intended impacts

eallaway
reliability and generalisability, how to reproduce across populations, ethical check



Is the checklist e↵ective?

and received an Open Source Code badge.7 We rec-
ognize this was optional for authors, and thus it is
likely the case that the true number of camera-ready
papers that included a link to code was higher. The
studies mentioned before found that 74.4% and
64% of camera-ready papers had links to code at
NeurIPS 2019 and ICML 2019. Narrowing the
range of these measurements should be a worth-
while effort, as these studies found code being avail-
able during review was useful in 1,315 reviews in
NeurIPS 2019, and 18.3% of ICML 2019 review-
ers surveyed were able to look at code and found it
useful.

Items on compute efficiency are completely
reported in only 29.8% of submissions without
code. Figure 8 shows patterns for these efficiency
items that occurred more than 100 times. While
ACCEPT rates are somewhat lower when items are
not reported, 21.2% of these without-code submis-
sions report none of the efficiency measures. There
may be unavoidable impediments to making code
available, such as intellectual property. But in this
case even greater emphasis should be placed on
reporting efficiency measures, as estimating these
without code is quite difficult. Similarly 19.6% of
submissions with no code report NO to explaining
METRICS which may render evaluations irrecov-
erably ambiguous if there are varying implementa-
tions of a metric.

7 How Effective is the Checklist?

Dodge and Smith (2020) describe the Checklist as
intended to improve “reporting of the setup and
results of the experiments that authors have con-
ducted.” Though self-reported data do not directly
answer this question, we find potential evidence
of such an improvement. Diachronic analysis also
shows that reporting rates may have stagnated after
initial improvement. We also examine reviewer
and author views on the Checklist.

Compared against manually checked data
from before the Checklist introduction, our
data shows increases in 8 of 10 items. Figure 9
shows rates of a subset of items that were manu-
ally checked by Dodge et al. (2019) in 50 papers
sampled from EMNLP 2018. The self-reported
rates available in our data are not ideal compar-
isons as they likely overestimate. However, the
EMNLP 2018 sample may also overestimate, as
only “experimental results” are included for which

7naacl2022-reproducibility-track.github.io/
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Figure 9: Reporting rates before and after the implemen-
tation of the Checklist. Dodge et al. (2019) manually
check a subset of items in 50 randomly sampled EMNLP
2018 papers. We compare to accepted papers from all
conferences in our data. While our self-reported data
likely overestimate rates, it appears all but 2 items are
now reported more often.

we would expect fewer N/As, given the Checklist’s
focus on empirical work.

There is little variation in response propor-
tions between conferences. Excluding two types
of outliers likely caused by changes in the Checklist
(see Appendix A.3), the maximum difference be-
tween conferences for an item is 6.6% and the max-
imum difference averaged over all items is 2.2%.
This does demonstrate that measured response pat-
terns are robust across conferences. However it
also indicates that reproducibility reporting has
stagnated over this one year period.

When asked, a majority of reviewers found
the Checklist to be somewhat or very useful. In
NAACL 2021 and ACL 2021 reviewers gave
feedback on the Checklist. 59.9% found the check-
list “Somewhat Useful,” 17.0% found it “Very Use-
ful,” and 23.2% found it “Not Useful.” While this
is higher than the 34% of reviewers who answered
“yes” that the similar NeurIPS 2019 Checklist was
“useful for evaluating the submission” (Pineau et al.,
2021), it is worth noting that respondents to the
question for NeurIPS could answer that they did
not read the checklist results.

Author comments from submissions where
the majority of reviewers found the Checklist
“Not Useful,” show possible gaps in checklist
coverage. Some comment on not training mod-

12795
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Potentially bad faith responsesTable 4: Submissions with all Checklist responses given the same answer (e.g., responding N/A to all items) and
their change in MAIN and FINDINGS acceptance rate from overall rate.

Response Conference Submissions ACCEPT

YES
EMNLP 2020 134 (4.5%) �9.9%
EMNLP 2021 238 (7.3%) �6.7%
NAACL 2021 79 (6.4%) �3.3%
ACL 2021 213 (7.3%) �8.2%

NO
EMNLP 2020 1 (0.0%) �39.7%
EMNLP 2021 0 (0.0%) -
NAACL 2021 0 (0.0%) -
ACL 2021 0 (0.0%) -

N/A
EMNLP 2020 17 (0.6%) �4.4%
EMNLP 2021 22 (0.7%) 2.3%
NAACL 2021 15 (1.2%) 14.6%
ACL 2021 40 (1.4%) 2.4%

BLANK NAACL 2021 89 (7.2%) �24.1%

All Same Overall 848 (8.2%) -8.1%

jority of the questions have greater than 50% YES
response rate over all conferences. Only LINK-
TOCODE, RUNTIME, HYPERSEARCH, EXPECT-
EDPERF, and NEWDATADESCRIPTION receive
less than half YES responses. All questions re-
ceive more YES responses than NO and only NEW-
DATADESCRIPTION receives more N/A than YES.

The checklist items which receive less than
average YES acceptance rates are not consistent
across all conferences. Figure 13 shows accep-
tance rates for all checklist items over all confer-
ences. From this figure we see that ACL 2021
also has LINKTOCODE, PARAMETERS, DATAS-
TATS, and DATADOWNLOAD YES acceptance rates
below average, though all of these estimates in-
clude the average acceptance rate within their 95%
confidence intervals. NAACL 2021 has no YES
acceptance rates below average, though VALIDA-
TIONPERF and NEWDATADESCRIPTION remain
the two lowest. Likely all NAACL 2021 YES
acceptance rates are elevated because in this con-
ference respondents could leave questions BLANK,
possibly diverting some low-quality responses to
BLANK instead of YES. Also of note, however
is that across conferences RUNTIME receives high
YES acceptance rate, achieving the best overall at
4.3% higher than average.

There are outliers to the little variation in
response proportions between conferences, but
they are likely artifacts of changes in the check-

list. The rate of YES responses is generally lower
for NAACL 2021, but this is likely due to the abil-
ity to leave checklist responses BLANK. Excluding
NAACL 2021, the largest difference in YES rate
(27.3%) occurs on EXPECTEDPERF when this item
changes phrasing substantially between EMNLP
2020 and EMNLP 2021.

PCA analysis. To identify clusters of checklist
items that relate to each other, we take inspiration
from similar analysis in Michael et al. (2022) and
use principal component analysis (PCA) on all re-
sponses to shared checklist items across the four
conferences. This results in 16 features, which
we linearize as {NO ! �1, N/A /BLANK !
0, YES ! 1}. We run PCA using scikit-learn
version 1.1.1 (Pedregosa et al., 2011) and find that
the first 4 components cover 55.9% of the variance
in the data. Table 5 shows these components and
their coefficients with magnitude > 0.20. The first
component assigns weight all in one polarity to the
checklist items with middling frequencies, high-
lighting practices where perhaps community norms
have not settled. The second component shows the
intuitive connection between LINKTOCODE and
DATADOWNLOAD. The third captures what might
be particularly resource intensive experiments that
emphasize efficiency metrics but prevent running
many experiment repetitions. Lastly the fourth
component puts hyperparameter items in opposi-
tion with VALIDATIONPERF, perhaps pointing to-

12801
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Perceived reproducibility from the checklist

Figure 4: YES response rate per item. Most items are reported for most submissions. Note that NAACL 2021
respondents were able to leave questions BLANK. Other answers shown in Figure 12 (Appendix).

Figure 5: ACCEPT rates over all conferences for submis-
sions with a given response. (A) shows rate conditioned
on response regardless of item. (B) shows the only
items where YES ACCEPT rates are below average. To-
tal count of each response is shown on the bar. Items
with higher NO acceptance than YES could indicate the
community has not fully embraced these practices as
norms. High acceptance rate for NEWDATADESCRIP-
TION N/A indicates that papers that do not collect data
are more likely to be published.

to describing the data collection process, ACCEPT
rate is 1.6% lower than average. Meanwhile, there
is a similar gap in AVGREPROD. Scores for submis-
sions that collect data are lower by 2.4% relative
to those that do not. Again, this is not limited to
submissions that fail to describe the data collection
process. Figure 6B reveals that the mean score over
submissions that do describe their data collection
is 0.04 below the mean of all submissions. When
considering only accepted papers, however, the gap
in AVGREPROD disappears. The review process
ends up with accepted dataset papers with similar
AVGREPROD to non-dataset papers, but along the
way many more dataset than non-dataset submis-
sions are rejected and those have lower AVGRE-

Any Item
3.0

3.2

3.4

3.6

3.8

4.0

M
ea

n
pe

rc
ie

ve
d

re
pr

od
uc

ib
ili

ty
sc

or
e

co
nd

it
io

ne
d

on
A

µ̄
A
v
g
R

e
p
r
o
d

�
A

42
,7

85

10
,8

06

11
,8

25

(A)

LinkToCode NewDataDescription

M
ea

n
pe

rc
ie

ve
d

re
pr

od
uc

ib
ili

ty
sc

or
e

co
nd

it
io

ne
d

on
X
,A

µ̄
A
v
g
R

e
p
r
o
d

�
X

,A

1,
77

9

1,
50

0

1,
54

0

22
6

45
7

2,
05

1

(B)

�µAvgReprod
A = Yes

A = No

A = N/A

Figure 6: Reviewer perceived reproducibility score
(AVGREPROD 2 [1, 5]) for submissions with a given
response from NAACL and ACL 2021, excluding
ones with N/A AVGREPROD. (A) shows score con-
ditioned on response regardless of item. (B) shows
the items with highest (LINKTOCODE) and lowest
(NEWDATADESCRIPTION) YES score. Total count of
each response is shown on the bar. NEWDATADESCRIP-
TION is the only item with a below average YES score.

PROD. We hypothesize that these phenomena arise
both because dataset papers may indeed be more
challenging to (re)produce and also because of the
persistent (and problematic) tendency to value mod-
eling over data collection (Rogers, 2021).

High compliance among the dataset checklist
items does not reveal the source of the ACCEPT
rate and AVGREPROD gap. DATASTATS, DATAS-
PLIT, DATADOWNLOAD, and DATALANGUAGES
receive the highest rates of reporting other than
MODELDESCRIPTION and METRICS. This only
grows when looking just at submissions presenting
new datasets, reaching 97.3%, 91.7%, 91.4%, and
86.6% respectively, and NEWDATADESCRIPTION
is also reported in 86.0% of these submissions. Un-

12793
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Work still di�cult to reproduce

Figure 2: Mean reproducibility difficulty rating (1-5,
5 being most difficult) for each step of experiments:
downloading the code and data, setting up the code, pre-
processing data, and training and evaluating the system.

To understand this relationship, we calculate the
Spearman correlation between each skill level fac-
tor and code setup difficulty rating, shown in the
third column of Table 3. Again, we find that all
skill level factors are significantly correlated, with
LSTM understanding again having the strongest
association with lower reported difficulty. Simi-
larly, though, we observe a maximum ⇢2 = 15.7%,
suggesting that while some of students’ reported
difficulties may be explained by their skills, there
is likely more to the story. Further, it remains to
be seen what exactly makes novice students feel
worse about the difficulty of experiments, or why
the rating for code setup is leaning negative overall.
The remainder of our analysis provides possible
answers to these questions.

4.2 Student Comprehension of Paper
Knowledge in NLP is primarily transferred through
research papers. A student’s ability to absorb
knowledge from their assigned paper may relate to
their ability to reproduce its results. Here, we ex-
amine the relationship between their accuracies on
paper comprehension questions in the post-survey
and their experience, characterized by code setup
time and difficulty rating, which exhibit the most
significant variations across students.

As shown in Figure 3, we observed a wide range
of accuracies on these questions, with no clear cor-
relation to their reported setup time. There is not a
significant Spearman correlation between question
accuracy and setup time or difficulty rating, sug-
gesting that a student’s comprehension of the work
is not associated with their experience in reproduc-
ing its results. This shows that even the clearest,
most well understood paper may be difficult for
beginners to engage with hands-on, and thus effec-
tive open-sourcing of code remains a separate and
important issue to enable reproducibility.

Figure 3: Students’ accuracy on comprehension ques-
tions versus time to set up the experiment.

Figure 4: System setup time (minutes) and runtime
(percent difference from research team’s runtime) by
assigned paper.

4.3 Author Reproducibility Efforts

Our results so far are vexing, as they show that
students encounter vastly different levels of road-
blocks in reproducing results that are only some-
what attributed to their skills, and unrelated to their
comprehension of the work. To enable a frustration-
free experience for all beginners, it is essential to
understand what causes this disparity. To investi-
gate whether their experience instead depends on
authors’ specific efforts to make paper results re-
producible, we examine the variations between the
assigned papers in terms of time spent to repro-
duce results, as well as students’ feedback on the
experiments.

Relationship with time. First, we examine the
distribution of setup time and runtime by assigned
paper in Figure 4. A wide range of times is again
observed for each paper, and the median setup time
is consistently higher than the research staff’s setup
time of 2 hours, suggesting that compared to the
experts on the research team, beginners are still
learning to efficiently set up the code for an NLP
experiment. Meanwhile, the median runtime for all
papers is also higher than than those of the research
team, and a wide range of runtimes are again ob-

From Storks et al. (2023) 16



Code is a major blockers to reproduction

Reproducibility Helper Frequency

Clear Code Usage Documentation 56
Example Scripts and Commands 27
Easy-to-Read Code 15
Easy-to-Access External Resources 13
Sufficient Code Dependency Specification 12

Other 11

Table 6: Top 5 reported categories of features that
helped students’ reproduction of results. Less frequent
responses aggregated in Other category.

Reproducibility Blocker Frequency

Insufficient Code Dependency Specification 38
Difficult-to-Access External Resources 27
Unclear Code Usage Documentation 17
Pre-Existing Bugs in Code 16
Difficult-to-Read Code 11

Other 30

Table 7: Top 5 reported categories of features that
blocked students’ reproduction of results. Less frequent
responses aggregated in Other category.

pers helped or blocked them in reproducing the
results, as well as what should be added to the
ACLRC to improve their experience. We catego-
rized student responses and aggregated them in
Tables 6, 7, and 8. Comments focused on several
aspects, varying by their assigned paper and unique
experience with reproducing its results. Nonethe-
less, common responses provide rich insights about
what NLP beginners need most to get their hands
on the latest research. These insights, primarily re-
lating to engineering issues in using released code
and data, are summarized in Section 5.

5 Discussion & Recommendations

Our study reveals a wealth of insights into enhanc-
ing the accessibility of NLP research to beginners.

Suggested ACLRC Addition Frequency

Standards for Documentation Clarity 22
Full Specification of Code Dependencies 18
Demonstration of Code Usage 9
Provision of Support for Issues 8
Standards for Code Clarity 5

Other 23
Already Included 23

Table 8: Top 5 suggested categories of additions to the
ACL Reproducibility Checklist (ACLRC). Less frequent
suggestions and those already addressed in the ACLRC
aggregated in Other and Already Included categories.

The most interesting insight is that deliberate repro-
ducibility efforts by authors beyond simply writing
a paper and releasing the code are more crucial to
beginners’ experience in reproducing results than
their programming skills and paper comprehension.
This finding behooves us researchers to diligently
make these efforts, which would result in a win-
win situation: people outside of the NLP research
community, e.g., researchers from other disciplines
and even the general public, can engage with our
research more, which will extend the impact of our
research.

Lastly, we share concrete, actionable recommen-
dations on how to do this, framed around students’
common feedback in Tables 6, 7, and 8. Where we
find that current reproducibility guidelines for NLP
research are insufficient, we make recommenda-
tions on how they may be strengthened to consider
beginners’ experiences.

Code dependencies. The most common com-
plaint from students (reported for all papers) was
the specification of code dependencies, e.g., the
versions of Python and Python packages. On the
ACLRC, this effort is only briefly mentioned in
Item 2, a general item about open-sourcing the code
which does not reference version numbers of de-
pendencies. Consequently, including more details
about dependencies, especially version numbers,
was the second most common suggestion by stu-
dents to add to the ACLRC. In contrast, the Respon-
sible NLP Research checklist (RNLPRC) recently
adopted at more ACL venues17 emphasizes these
efforts. Fortunately, NLP researchers can rely on
various computing environment management tools,
such as pip

18, conda19, Poetry,20 and Docker.21

Simply utilizing such tools when sharing our work
can make a meaningful difference for beginners.

Instructions for reproducing results. Just re-
leasing source code is not enough for others to
reproduce results; it needs to be accompanied by
clear usage documentation with steps to reproduce
the results. Documentation was the most appre-
ciated effort by students, and also the third most
common complaint, suggesting that it can make
or break a beginner’s experience in reproducing

17
https://aclrollingreview.org/

responsibleNLPresearch/

18
https://pypi.org/project/pip/

19
https://docs.conda.io/en/latest/

20
https://python-poetry.org/

21
https://www.docker.com/
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From Storks et al. (2023)
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Challenges doing reproducible research

• Takes time!

• Held to higher standards

• Openness to mistakes

• Publication bias towards novel findings

• IP/confidentiality issues

From Data et al. (2017)
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Exercise - recommendations

Magnusson et al. (2023) and Storks et al. (2023) both make recommendations for the

checklist:

1. Checklist responses made public

2. Extra time allowed for submitting the

checklist & accompanying items

Reproducibility Helper Frequency

Clear Code Usage Documentation 56
Example Scripts and Commands 27
Easy-to-Read Code 15
Easy-to-Access External Resources 13
Sufficient Code Dependency Specification 12

Other 11

Table 6: Top 5 reported categories of features that
helped students’ reproduction of results. Less frequent
responses aggregated in Other category.

Reproducibility Blocker Frequency

Insufficient Code Dependency Specification 38
Difficult-to-Access External Resources 27
Unclear Code Usage Documentation 17
Pre-Existing Bugs in Code 16
Difficult-to-Read Code 11

Other 30

Table 7: Top 5 reported categories of features that
blocked students’ reproduction of results. Less frequent
responses aggregated in Other category.
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results, as well as what should be added to the
ACLRC to improve their experience. We catego-
rized student responses and aggregated them in
Tables 6, 7, and 8. Comments focused on several
aspects, varying by their assigned paper and unique
experience with reproducing its results. Nonethe-
less, common responses provide rich insights about
what NLP beginners need most to get their hands
on the latest research. These insights, primarily re-
lating to engineering issues in using released code
and data, are summarized in Section 5.

5 Discussion & Recommendations

Our study reveals a wealth of insights into enhanc-
ing the accessibility of NLP research to beginners.

Suggested ACLRC Addition Frequency

Standards for Documentation Clarity 22
Full Specification of Code Dependencies 18
Demonstration of Code Usage 9
Provision of Support for Issues 8
Standards for Code Clarity 5

Other 23
Already Included 23

Table 8: Top 5 suggested categories of additions to the
ACL Reproducibility Checklist (ACLRC). Less frequent
suggestions and those already addressed in the ACLRC
aggregated in Other and Already Included categories.

The most interesting insight is that deliberate repro-
ducibility efforts by authors beyond simply writing
a paper and releasing the code are more crucial to
beginners’ experience in reproducing results than
their programming skills and paper comprehension.
This finding behooves us researchers to diligently
make these efforts, which would result in a win-
win situation: people outside of the NLP research
community, e.g., researchers from other disciplines
and even the general public, can engage with our
research more, which will extend the impact of our
research.

Lastly, we share concrete, actionable recommen-
dations on how to do this, framed around students’
common feedback in Tables 6, 7, and 8. Where we
find that current reproducibility guidelines for NLP
research are insufficient, we make recommenda-
tions on how they may be strengthened to consider
beginners’ experiences.

Code dependencies. The most common com-
plaint from students (reported for all papers) was
the specification of code dependencies, e.g., the
versions of Python and Python packages. On the
ACLRC, this effort is only briefly mentioned in
Item 2, a general item about open-sourcing the code
which does not reference version numbers of de-
pendencies. Consequently, including more details
about dependencies, especially version numbers,
was the second most common suggestion by stu-
dents to add to the ACLRC. In contrast, the Respon-
sible NLP Research checklist (RNLPRC) recently
adopted at more ACL venues17 emphasizes these
efforts. Fortunately, NLP researchers can rely on
various computing environment management tools,
such as pip

18, conda19, Poetry,20 and Docker.21

Simply utilizing such tools when sharing our work
can make a meaningful difference for beginners.

Instructions for reproducing results. Just re-
leasing source code is not enough for others to
reproduce results; it needs to be accompanied by
clear usage documentation with steps to reproduce
the results. Documentation was the most appre-
ciated effort by students, and also the third most
common complaint, suggesting that it can make
or break a beginner’s experience in reproducing

17
https://aclrollingreview.org/

responsibleNLPresearch/

18
https://pypi.org/project/pip/

19
https://docs.conda.io/en/latest/

20
https://python-poetry.org/

21
https://www.docker.com/
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Should these be implemented?
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Further reading

• Reproducibility, correctness, and buildability: The three principles for ethical public

dissemination of computer science and engineering research (Rozier and Rozier,

2014)

• Three Dimensions of Reproducibility in Natural Language Processing (Cohen

et al., 2018)

• A practical taxonomy of reproducibility for machine learning research (Tatman

et al., 2018)
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