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Advice on reviewing

YOURE MAINLY
KEEPING RECORDS
FOR You IN
THE FUTURE

1. Keep track of your thoughts as you read

o Write them down & keep them until after
the author response

= Can be informal, these are for yourself only

e Note confusions, questions, reactions,
suggestions, etc. n

= Keep track of where (section, line number, SPRINGER NATURE
etc.)

From: Last Minute Reviewing Advice - ACL 2017 and Data et al. (2017).


https://acl2017.wordpress.com/2017/02/23/last-minute-reviewing-advice/

Advice on reviewing

2. Be specific & provide evidence
e Avoid vague language
= Ex: many, much, several, “for example”, “and/among others”

e Vagueness unhelpful for everyone
= For authors to respond to
= For program committee to make decisions with

#Claims % Supported claims

Pos Neg All Pos Neg All
CoNLL 2016 | 2.01 194 2095|2797 87.03 51.82
ACL 2017 | 2.62 291 5.5426.66 78.58 47.72
COLING 2020 | 2.70 2.78 5.38 | 35.04 7471 4543
ARR 2022 | 2.73 225 498 | 30.37 7554 44.69

e Provide substantiation for any claims
= where? why?

From: Last Minute Reviewing Advice - ACL 2017 and Guo et al. (2023).


https://acl2017.wordpress.com/2017/02/23/last-minute-reviewing-advice/

Advice on reviewing

.. ; Resource Paper-|
3. Be both critical and constructive Not SOTA -5
Simple Method -l
No Precedence -ll
= but stay calibrated to your scores & Results Negative -
reasonable Tested on Language X -l
Method Not Preferred -|
Contradict Expectation - I
e ‘if the glass was half (or more) empty, what Should do X - E——
Extra Experiment - —
Not surprising - N
Missing Comparison - I
Not Novel - IN——
Language Errors - I
Niche Topics - I
0 10 20 30 40 50 60 70 80

e Point out what you liked

o Offer suggestions for improvement

would it have taken to make it full?”

From: Last Minute Reviewing Advice - ACL 2017 and Purkayastha et al. (2025).


https://acl2017.wordpress.com/2017/02/23/last-minute-reviewing-advice/

For more examples:
https://naacl2018.wordpress.com/2018/01/20/a-review-form-faq/

e Note: the review form has changed substantially since 2018 and for your
assignment you should follow the new format


https://naacl2018.wordpress.com/2018/01/20/a-review-form-faq/
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