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Writing Matters: Example from Alley (2018)

On January 28, 1986, the Space Shuttle Challenger took off from Cape Canaveral,

Florida. On board were seven astronauts, including teacher Christa McAuliffe, the first

civilian in space. Millions of school children across the US watched.
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Writing Matters

The Shuttle exploded 73 seconds after takeoff, killing all seven astronauts on board.

A subsequent investigation found that the solid rocket boosters were the source of the

explosion. Two O-rings, seals to prevent the fuel from escaping, had failed.
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Writing Matters

Long before the fatal launch, engineers had reservations about the design of the O-rings

on the boosters. NASA management requested they seek opinions from O-ring experts.

So NASA engineers visited two manufacturers of O-rings. They found that both

manufacturers had serious concerns about the design of the O-rings.

The engineers wrote up a report about their visits. It contained strong warnings about

the design of the O-rings and was entitled:
Subject: Visit to Precision Rubber Products Corporation and Parker Seal Com-

pany

But no one responded to the report. NASA’s paper trail ends here.
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Exercise 1

The title of the reports on the Shuttle O-rings was:
Subject: Visit to Precision Rubber Products Corporation and Parker Seal Com-

pany

Can you see anything wrong with this title?

This is a weak title:

• It does not tell you what the report is about.

• The authors clearly haven’t thought about their audience.

To write successfully, you need to understand your audience.
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Exercise 1

To come up with a better title, let’s think about the audience of this report:

• Who is the audience?

• Why is the audience reading?

• What does the audience know?

Based on this, what title would you suggest?
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Audience, Purpose, Occasion

Before you write a scientific document, analyze:

• audience

• purpose

• occasion

These will greatly influence how you will write the document.

We will look at each aspect in turn.
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Audience: Who

Who is the audience?

• conference paper: audience has very similar background to yourself; experts in

your area

• journal article: audience is typically broader, and depending on the journal may

include generalists

• grant proposal: mixture of experts (reviewers) and generalists (panel members)

• podcast: general audience with an interest in scientific issues

The broader or more mixed the audience is, the harder the document will be to write.
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Audience: Why

Why is the audience reading?

• Once you know who your audience will be, ask what they want to get out of the

document.

• Make sure this information is there, is detailed enough, and is structured so as to

be easy to find and digest.

• For a grant proposal, look at the review form to see what the reviewers will look

for; for a journal paper, look at other papers published in the same journal, etc.
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Audience: Knowledge

What does the audience know? Thinking about this will tell you:

• how to arrange the content

• which terms to define

• what background to include

This tells you how to structure your document. Particularly hard if you have a mixed

audience!

Think about your primary audience; maybe put content for your secondary audience

in an appendix.
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Purpose: Inform

Most scientific writing has two specific purposes: to inform and to persuade. The level

of persuasion varies: instructions require very little, a grant proposal requires a lot of

persuasion.

Alley’s analogy: a scientific document provides path that leads the reader up the

mountain of your scientific expertise. If your purpose is merely to inform:

• you need to provide a path up the mountain

• it can be gentle (simple content) or steep (complex content)

• but you need to make sure readers can follow, break down the information,

provide “vistas of understanding”
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Purpose: Persuade

To inform, you need to answer what, where, when, how. To persuade, you also need to

answer why. You need to build credibility with the audience:

• expend extra words to persuade; it’s not about being maximally efficient

• you may not take most direct path up the mountain; it’s more like navigating a

boulder field

• the writing style changes: from lists (informative) to longer paragraphs

(persuasive)

Persuasive writing explains why this is the right topic, research question, method, and

technique.
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Occasion

The occasion for which you’re writing the document determines its:

• form

• formality

19



Occasion: Form

Form refers to style and grammar, but also length and format of the document. We

will discuss this later in the course.

Alley provides advice on grammar, punctuation, and usage in Appendices A–C of his

book. Useful for both native and non-native speakers!

Important not to be prescriptive. Alley gives advice, not based on right/wrong, but on

unsettles/distracts readers.

Note differences of British and American spelling. Important not which one you use,

but to be consistent.
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Occasion: Form

The length of your document has an obvious effect on how you write: a conference

paper has half a page of literature review, a PhD thesis has a whole chapter.

The format of your document is often fixed (style file of conference or journal, thesis

template). But Alley’s Appendix D has general recommendations for formatting

scientific documents (“for situations in which no graphic designer is available”).
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Occasion: Formality

A certain level of formality is expected in scientific writing. Examples:

Too informal Accepted

a lot much or many

get obtain

contractions (don’t) written out (do not)

And . . . Also, . . .

But . . . However, . . .

Normally, don’t address the reader with you (exception: instructions).

But what about writing for a general audience (like a twelve year old)?
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Choose the Right Word

• Use the right technical terms: you wouldn’t say weight when you mean mass.

• But everyday words have a precise meaning too (don’t use fancy words like

plethora unless you’re sure what they mean).

• Take care with easily confused words such as continuously and continually.

• Alley has a whole list of them, Appendix D.
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Synonyms

In creative writing, the use of synonyms is encouraged (they keep your prose

interesting).

In scientific writing, synonyms are mostly not a good thing.

For example, development set and validation set are synonyms, but stick to one to

avoid confusion. (The reader may wonder whether you are using two different sets to

tune your model.)

Also, there’s many near -synonyms, which can also cause confusion. For example image

descriptions and image captions are closely related, but not exactly the same.

Don’t hesitate to repeat a word if it’s the right word!
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Connotations, Exaggerations

Avoid words with negative connotations, e.g., cheap, obvious.

Avoid exaggerations, e.g., countless activities, a thorough literature search.

Be careful with words such as prove, optimal, and significant, which have precise

meaning in most scientific fields.
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Needless Complexity

Avoiding needless complexity is the most important advice to scientific writers

(according to Alley). Avoid needlessly complex:

• paragraphs

• words

• phrases

• sentences

Consider the following paragraph, written by Niels Bohr (Nobel Prize in Physics, 1922).
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Complex Paragraphs

The Correspondence Principle. So far as the principles of the quantum theory are

concerned, the point which has been emphasized hitherto is the radical departure from

our usual conceptions of mechanical and electrodynamical phenomena. As I have

attempted to show in recent years, it appears possible, however, to adopt a point of

view which suggests that the quantum theory may, nevertheless, be regarded as a

rational generalization of ordinary conceptions. As may be seen from the postulates of

the quantum theory, and particularly the frequency relation, a direct connection

between the spectra and the motion of the kind required by the classical dynamics is

excluded but at the same time, the form of these postulates leads us to another

relation of a remarkable nature.

Complex words

Complex sentences: on average 40 words per sentence
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Complex Paragraphs
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Complex Paragraphs

The Correspondence Principle. So far as the principles of the quantum theory are

concerned, the point which has been emphasized hitherto is the radical departure from

our usual conceptions of mechanical and electrodynamical phenomena. As I have

attempted to show in recent years, it appears possible, however, to adopt a point of

view which suggests that the quantum theory may, nevertheless, be regarded as a

rational generalization of ordinary conceptions. As may be seen from the postulates of

the quantum theory, and particularly the frequency relation, a direct connection

between the spectra and the motion of the kind required by the classical dynamics is

excluded but at the same time, the form of these postulates leads us to another

relation of a remarkable nature.

Complex words

Complex sentences: on average 40 words per sentence

29



Complex Paragraphs

The Correspondence Principle. Many people have stated that the quantum theory is

a radical departure from classical mechanics and electrodynamics. However, the

quantum theory may be regarded as nothing more than a rational extension of classical

concepts. Although no direct connection exists between quantum theory and classical

dynamics, the form of the quantum theory’s postulates, particularly the frequency

relation, leads us to another kind of relation, one that is remarkable.

This revised version is shorter and less complex.

30



Complex Words

Avoid words that are long and infrequent, but don’t add precision and clarity, e.g.:

• elucidate: use show, reveal instead

• many -ize words: prioritize or utilize; use rank and use instead

• some -ize words have precise meaning: minimize or maximize

Individual word substitutions may not make a difference, but overall, the effect can be

substantial.
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Excess Vocabulary in ChatGPT: Kobak et al. (2024)

10
4

10
3

10
2

10
1

10
Frequency in 2024

10
0

101

10
2

Fr
eq

ue
nc

y 
ra

tio
 b

et
w

ee
n 

20
24

 a
nd

 2
02

2

 

 
  additionally  

 

 

 
  

  
 

 

 
 

 
 

 
  

 

 

 

 
  

 

  

 chatgpt 

 

 
 

 

 

  

 

 
 

 

 
  

 delve 

 delved 

 delves 

 delving 

 

 
 

   

 
 

 

 
  

 
 

  
 

 

 

 

 

 

 emphasizing 

 

   
 

 
 

 

 

 
 

 
 

 
  

 

 

  

 excels 

 

  
 

 
 

 

  
  

  

 

 

  
  

 

 

 

  

 
 

 

 

 
 

  
 

 
 

    
 

 

   

 

  

 
 

  intricate 

 

   
 

 

 
 

 mash 

 

  

 

 

 
  

 

 

 
 

 

 

 

 
 notably   

 

 offering 

 

 

 

 
  

  
 

  pivotal  
   

 potential 
 

  

   
   

 

 

 
 

 

 
  

   
 

 

 

 

  

  

 showcasing 

   

 

 steatotic 

   

 

  
  

 

 surpassing 

 

   

  
  

 underscore 
 

 underscores 

 

 
 

 

 
 

 
 

 

     

a

32



Complex Words

Consider an excerpt from Gagné and Soulie-Fogelman (2020):

In the foreseeable future courtesy AI economies will start reaping rich benefits because

of cost advantages in labor and time. AI will penetrate more broadly because of the

ML (Machine Learning) processes, wherein systems progressively learn and improve

their performance over time. Thus, government and the private sector need to actively

support innovation and adoption, in ways that support equitable growth. However, AI

businesses are exhibiting unique challenges, in part related to intense competition and

potentially lower margins in AI than in some legacy IT sectors.
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Complex Words

Other sources of complexity that should be used sparingly or avoided:

• abbreviations: use as sparingly as possible

• all caps for names: avoid if possible

• slashed terms: replace by a single, better term, or a conjunction
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Complex Phrases

The excerpt from Gagné and Soulie-Fogelman (2020) also contains complex phrases:

In the foreseeable future courtesy AI economies will start reaping rich benefits because

of cost advantages in labor and time. AI will penetrate more broadly because of the

ML (Machine Learning) processes, wherein systems progressively learn and improve

their performance over time. Thus, government and the private sector need to actively

support innovation and adoption, in ways that support equitable growth. However, AI

businesses are exhibiting unique challenges, in part related to intense competition and

potentially lower margins in AI than in some legacy IT sectors.
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Complex Phrases
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Complex Sentences

And another example from Gagné and Soulie-Fogelman (2020):

The Global Partnership on AI (GPAI) was created as an international and

multistakeholder initiative with the mandate to guide the responsible development and

use of AI in a way that is consistent with human rights, fundamental freedoms, and

shared democratic values, as reflected in the OECD Principles on Artificial Intelligence.

This sentence is long (50 words) and it tries to communicate multiple ideas at once.

Instead, try to use short sentences (in the teens). And express one idea per sentence.
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Complex Sentences

Also, the sentence contains nine prepositional phrases and four conjunctions. This

makes it hard to for the reader to figure out when the sentence will end.

Rewritten version with two, simpler sentences:

The Global Partnership on AI (GPAI) is an international initiative involving multiple

stakeholders. It aims to guide the development and use of AI in a way that respects

human rights, fundamental freedoms, and democratic values, in line with the OECD

Principles on Artificial Intelligence.
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Exercise 2: Bender et al. (2021)
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Exercise 2: Twelve year old child

• Why is the audience reading?

• What does the audience know?

• What purpose do you want to achieve?
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Exercise 2: CEO of a tech startup

• Why is the audience reading?

• What does the audience know?

• What purpose do you want to achieve?
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Exercise 3

Now let’s discuss a real-life NLP paper:

Attention Is All You Need

This is the title of Vaswani et al. (2017), the paper that introduced the transformer

architecture.

It’s one of the most famous papers in the NLP literature and currently has 195,580

citations on Google Scholar.
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Exercise 3 Attention Is All You Need

Ashish Vaswani∗
Google Brain

avaswani@google.com

Noam Shazeer∗

Google Brain
noam@google.com

Niki Parmar∗

Google Research
nikip@google.com

Jakob Uszkoreit∗
Google Research
usz@google.com

Llion Jones∗

Google Research
llion@google.com

Aidan N. Gomez∗ †

University of Toronto
aidan@cs.toronto.edu

Łukasz Kaiser∗

Google Brain
lukaszkaiser@google.com

Illia Polosukhin∗ ‡

illia.polosukhin@gmail.com

Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.0 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature.
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Exercise 3

Let’s look at some text from the intro of Vaswani et al. (2017) (next page):

• Does it use complex words, phrases, sentences?

• What about synonyms, exaggerations, abbreviations, needlessly complex verbs?

• What is the overall balance of precision and clarity?

Would you re-write these paragraphs? How?
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Exercise 3

Recurrent neural networks, long short-term memory [13] and gated recurrent [7] neural

networks in particular, have been firmly established as state of the art approaches in

sequence modeling and transduction problems such as language modeling and machine

translation [35, 2, 5]. Numerous efforts have since continued to push the boundaries of

recurrent language models and encoder-decoder architectures [38, 24, 15].

Recurrent models typically factor computation along the symbol positions of the input

and output sequences. Aligning the positions to steps in computation time, they

generate a sequence of hidden states ht , as a function of the previous hidden state

ht−1 and the input for position t. This inherently sequential nature precludes

parallelization within training examples, which becomes critical at longer sequence

lengths, as memory constraints limit batching across examples.
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Graphs, Diagrams, and Tables

Visual material is an important part of a paper:

• diagrams illustrate complex ideas, processes, or models

• graphs show trends or relationships in data

• tables present results or regularities in data

• textual panels present algorithms or mathematical formulas

Such materials attracts the reader’s attention; some readers will only look at figures

and tables, they will not read (all of) the text.
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Illustrations

Figure 2-1.Thermal storage system. 47



Illustrations

Balance precision and clarity also in your illustrations:

• Don’t use figures that are more complex than the text used to explain them.

• Use figures to illustrate the most important aspects of what you want to explain,

leave out unnecessary details.

• When a figure provides information that’s not in the text, it needs to be explained

(or be self-explanatory).
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Illustrations
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Captions

Every figure needs a caption:

• Reader are automatically drawn to figures, and will try to understand them, often

before reading the main text.

• The caption needs to contain everything that’s required to understand the figure.

• Start with a phrase that identifies the illustration; formulate it using the same

consideration as for document titles.

• Then explain what the figure shows in more detail, expand any abbreviations,

label all the parts, etc.
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Captions

• captions should fully describe the major elements of a figure or table

• together with its caption, the figure or table should be self-contained, i.e.,

understandable without referring to the text

• captions should assist a reader who’s only skimming the paper, or who is going

back to re-read parts of a longer paper

• normally, the caption appears above a table, but below a figure

• if you use abbreviations or symbols in a figure or table, then these need to be

explained in the caption

• the caption can also contain additional detail that would interrupt the flow of the

main text
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Graphs

• graphs can make behaviors and trends obvious that a hard to discern from a table

• keep graphs simple, avoid both clutter and unnecessary whitespace

• for elements such as secondary ticks, legends, gridlines, boxes, ask if you really

need them

• use the same fonts in graphs and tables as in the main text

• sometimes logarithmic axes are appropriate

• a table of results can often be represented as a bar graph

• if you use multiple graphs to display the same quantity, use the same axis (same

range) in all of them
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Graphs
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Graphs
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Graphs
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Graphs
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Diagrams

• diagrams show architectures, structures, processes, relationships, or states

• typically, the diagram should just show one of the things; an attempt to combine

them often makes the diagram less clear

• it’s a good idea to sketch the diagram by hand first, check layout, proportions, use

of space, sizes of elements

• focus on the concept being illustrated, avoid clutter and unnecessary detail

• use pictorial elements consistently (arrows or boxes of the same kind always have

the same meaning, etc.)

• don’t expect to get it right first time, revise your diagrams as you would revise

your text
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Diagrams
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Diagrams
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Diagrams
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Diagrams

Search

Answers

Phonetic

translation

Phonetic

translation

Speech

recognition

documents

Speech
Queries

Recognized

text

Phonetic strings

Document

Phonetic

strings

identifiers

engine

Repository

FIGURE 7. The QUIRK system for matching written queries to speech. Each

input document is translated into a string of phonemes and then stored. Queries

are also translated into phonemes, which can be matched to the documents.
61



Tables

• some information cannot be presented easily in graphs or diagrams

• in some cases, the exact numeric values are important

• tables are more suitable than graphs if only a small number of values need to be

displayed

• tables can have a hierarchical structure: columns and rows can be partitioned or

have internal structure

• the structure needs to be indicated by headings, labels, dividers

• limit the use of horizontal rules; vertical rules should be avoided; tables should

contain sufficient whitespace

• don’t make a table too big; instead, use two tables or a graph
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Tables
TABLE 6. Statistics of text collections used in experiments.

STATISTICS SMALL LARGE

Characters 18,621 1,231,109

Words 2,060 173,145

After stopping 1,200 98,234

Index size 1.31 Kb 109.0 Kb

TABLE 6. Statistics of text collections used in experiments.

Collection

Small Large

File size (Kb) 18.2 1,202.3

Index size (Kb) 1.3 109.0

Number of words 2,060 173,145

— after stopping 1,200 98,234 63



Tables
TABLE 11. Resources used during compression and indexing. Only the vocab-

ulary is constructed in the first pass; the other structures are built in the second

pass.

Pass Output Size CPU Mem

Mb % Hr:Min Mb

Pass 1:

Compression Model 4.2 0.2 2:37 25.6

Inversion Vocabulary 6.4 0.3 3:02 18.7

Overhead 0:19 2.5

Total 10.6 0.5 5:58 46.8

Pass 2:

Compression Text 605.1 29.4 3:27 25.6

Doc. map 2.8 0.1

Inversion Index 132.2 6.4 5:25 162.1

Index map 2.1 0.1

Doc. lens 2.8 0.1

Approx. lens 0.7 0.0

Overhead 0:23 2.5

Total 745.8 36.3 9:15 190.2

Overall 756.4 36.8 15:13 190.2
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Tables
TABLE 11. Resources used during compression and indexing. Only the vocab-

ulary is constructed in the first pass; the other structures are built in the second

pass.

Task Size CPU Memory

(Mb) (Hr:Min) (Mb)

Pass 1:

Compression 4.2 2:37 25.6

Inversion 6.4 3:02 18.7

Overhead — 0:19 2.5

Total 10.6 5:58 46.8

Pass 2:

Compression 607.9 3:27 25.6

Inversion 137.8 5:25 162.1

Overhead — 0:23 2.5

Total 745.8 9:15 190.2

Overall 756.4 15:13 190.2 65



Exercise 4

Let’s look at an illustration from Vaswani et al. (2017) (next page):

• Does the figure balance clarity and precision?

• Does the caption contain a meaningful title?

• Are figure and caption taken together self-contained?

66



Exercise 4

Figure 1: The Transformer - model architecture. 67



Exercise 4

1. Re-write the title of Vaswani et al. (2017) paper.

2. Write a proper caption for their Figure 1.
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Exercise 5

Let’s return to Lee et al. (2024) and Chen et al. (2024), the two papers on explainable

multimodal NLP that we look at last time.

The following page show to examples of diagrams from these papers.

• Are the diagrams well-designed?

• Does they have the right level of complexity?

• Are the captions appropriate?

How would you modify the diagrams and captions to improve them?
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Exercise 5: Lee et al. (2024)
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Figure 2: The overall framework of FLEUR. Left: When feeding LLaVA with the prompt containing the grading

criteria, image, and the candidate caption for evaluation, FLEUR takes a weighted sum of probabilities of tokens

(0 to 9) as the final score. Right: When prompted by the user for the rationale behind the given score, FLEUR

provides explanations in a language understandable to humans.
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Exercise 5: Chen et al. (2024)

!"#$%&'()&!*+,-&!!

!!"

.-"-/+%-& +& 01-2%& 34/+5&

/-#6/%7

!"2%/$0%86"&""

9+%014:6/; 28*8<+/8%5

*+%/83&##

=6& 28,"8>80+"%& 8"%-/?+<& 01+",-& :8%1&

@8<+%-/+<& #<-$/+<& ->>$286"2& :8%1& /8,1%&

#8,%+8<&0+%1-%-/&8"&%1-&777777

.-"-/+%-;&)-#6/%&!$
!

.-"-/+%-&+"&A9&'()&8*+,-7

!"2%/$0%86"&"%

B6/;4#+%01 28*8<+/8%5

*+%/83&#&

.-"-/+%-;&'()&!*+,-!!!
!

!"# $%&'%(%)*'+# %'+,-.*/#

)0*'&,# 1%+0# 2%/*+,-*/#

!"#$%&"'#(($)*+,)'1%+0#

-%&0+# !*-.&*"' /&.0#.#%#

%'#+0,#333333

!!"

C
D
4.
A
=
&

;
-0
6
;
-/

E+%01-; /-2$<%2

$'()

C
D
4.
A
=
&

-"
06
;
-/ C
D
C
D
C
D
C
D
C
D

F3%/+0%&&G-5:6/;2

F3%/+0%&G-5#+%01-2

$"*+"

!"
#
$
%

&'
(
)
*
+
%
,

-
%
.
/

&'
(
)
*
+
%
,

H-3%$+< 06;-@66G

I7&9<-$/+<&->>$286"2

J7&9"-$*6%16/+3

K7&9$<*6"+/5&-;-*+
L7&M#+08%5
777777

F3%/+0%&&G-5:6/;2

!"#$%"&'
(%$)*$*+

4/,5-*/#

,((5$%"'$

652,
!"#$%&'

E+%01-;&/-2$<%2

-%./
&'()*+%,

C82$+<&06;-@66G

""

E+%01-;&
G-5#+%01-2&%!

E+%01-;
G-5:6/;2&%$

A;+#%8?-&
#+%01-2

!
"#
$
%&
'
(

)*+,'&-,

7#8%&+*%/#)*+0,+,-#

%$# 8/*),9# %'# +0,#

/"1,-#-%&0+#)0,$+3#

60,-,#:%&0+#*/$"#

2,# *# $:*//#

8',5:"+0"-*;# %'#

+0,# 588,-# -%&0+#

-,&%"'#333333
-
%
.
/&

'
(
)
*
+
%
,

4
*+
)0
#<
:
2

<
'
)"
9
,-

N%+,-&I

=
>

<
'
)"
9
,-

N%+,-&J

.//0,1

!2"%,

A;+#%8?-&
#+%01-2

?
*:
8
/%
'
&

!"#$%&'()*#%+,)-.%/#+%&01)20"34()5!"#*#%+,6

!
"
#$
#%
&'

N%+,-&K

!
"
#$
#%
&'

N%+,-&L

!"#$% &'()*%+
$
!,$

$
$,!

I7&E+3

J
7
E
-+"

J7&E-+"

I
7
E
+3

9+%014:6/;&
28*8<+/8%5!#!

B6/;4#+%01&
28*8<+/8%5&#$!"#$%&'()&!*+,-

&!!

E-;80+<&)-#6/%!!$

()*

,#- .*#/012%34#0(567)+*38#0(51'$3,.*#8#0(5-

&
!

&
$

H/+8"+@<-

O/6P-"

Q622

F<-*-"%4:82-&A;;8%86"

9628%86"&F*@-;;8",

O' O$<<5&'6""-0%-;&<+5-/

=
>

)+"G8",

3"'+&'(

@3#4/,5-*/#,((5$%"'$ A3#652,

B3#4%&+*%/#)*+0,+,- C3#D8*)%+E

,9- .*#8#0(569#:%*3;;83<)+3=>(?1(3=@A6A%/)+03B%'%+#01)'3,.*#8#0(56=>(?1(-

!
"

!
"

!
"

!
"

Figure 2: The overview of the proposed methods. (a) Adaptive patch-word Matching (AdaMatch) model. (b)

AdaMatch-based bidirectional large language model (LLM) for cyclic CXR-report generation (AdaMatch-Cyclic).
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Exercise 6

Here are some tables from Lee et al. (2024) and Chen et al. (2024).

• Is the table layout good? How about the use of whitespace?

• Can you decode the hierarchical structure of these tables?

• Should they maybe have used a graph instead?

• Are the captions appropriate?

How would you modify the tables and captions to improve them?
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Exercise 6: Lee et al. (2024)

Type Exp Metric
Flickr8k COM Pascal-50S (Accuracy ↑ )

EX (τc ↑ ) CF (τb ↑ ) (τc ↑ ) HC HI HM MM Avg

reference
-based

BLEU-4 30.8 16.9 30.6 53.0 92.4 86.7 59.4 72.9

ROUGE-L 32.3 19.9 32.4 51.5 94.5 92.5 57.7 74.1

METEOR 41.8 22.2 38.9 56.7 97.6 94.2 63.4 78.0

CIDEr 43.9 24.6 37.7 53.0 98.0 91.5 64.5 76.8

SPICE 44.9 24.4 40.3 52.6 93.9 83.6 48.1 69.6

BERTScore 39.2 22.8 30.1 65.4 96.2 93.3 61.4 79.1

X CLAIR4 48.3 – 61.0 52.4 99.5 89.8 73.0 78.7

TIGEr 49.3 – 45.4 56.0 99.8 92.8 74.2 80.7

ViLBERTScore-F 50.1 – 52.4 49.9 99.6 93.1 75.8 79.6

RefCLIPScore 53.0 36.4 55.4 64.5 99.6 95.4 72.8 83.1

RefPAC-S 55.9 37.6 57.3 67.7 99.6 96.0 75.6 84.7

Polos 56.4 37.8 57.6 70.0 99.6 97.4 79.0 86.5

X RefFLEUR (Ours) 51.9 38.8 64.2 68.0 99.8 98.0 76.1 85.5

reference
-free

CLIPScore 51.2 34.4 53.8 56.5 99.3 96.4 70.4 80.7

PAC-S 54.3 36.0 55.7 60.6 99.3 96.9 72.9 82.4

InfoMetIC+5 55.5 36.6 59.3 – – – – –

X FLEUR (Ours) 53.0 38.6 63.5 61.3 99.7 97.6 74.2 83.2

Table 1: Overall correlation and accuracy comparison with human judgment on Flickr8k-Expert (Flickr8k-EX),

Flickr8k-CF, COMPOSITE (COM), and Pascal-50S datasets. Bold indicates the best result in each type. ‘Exp’

stands for ‘explainable’ and checkmarks are applied only to the corresponding metrics. FLEUR is the only metric

satisfying both explainable and reference-free. All results except for ours are reported results from prior works. 73



Exercise 6: Chen et al. (2024)

Table 1: Comparison of CXR-to-report generation performance on the MIMIC-CXR and the OpenI datasets.

MIMIC-CXR OpenI

Methods B-1 B-2 B-3 B-4 M R-L B-1 B-2 B-3 B-4 M R-L

R2Gen 0.3553 0.2232 0.1523 0.1038 0.1412 0.2784 0.3992 0.2407 0.1518 0.0973 0.1390 0.3052
R2GenCMN 0.3719 0.2332 0.1538 0.1053 0.1501 0.2827 0.4091 0.2493 0.1594 0.1045 0.1509 0.3181
Joint-TriNet 0.3585 0.2266 0.1550 0.1021 0.1425 0.2788 0.3833 0.2409 0.1598 0.1078 0.1457 0.3293

XProNet 0.3532 0.2212 0.1498 0.1052 0.1415 0.2811 0.4114 0.2502 0.1598 0.1045 0.1457 0.3240
ITHN 0.3623 0.2128 0.1402 0.0992 0.1488 0.2622 0.2661 0.1516 0.0976 0.0663 0.1561 0.2617
M2KT 0.3661 0.2192 0.1465 0.1044 0.1528 0.2673 0.2559 0.1381 0.0819 0.0523 0.1468 0.2439

AdaMatch-Cyclic 0.3793 0.2346 0.1540 0.1060 0.1625 0.2859 0.4161 0.3002 0.2073 0.1446 0.1621 0.3656
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General Principles of Scientific Writing

Anatomy of an (NLP) Paper

Title
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Middle

Conclusion

Publishing in *CL
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Organizing Content

Scientific documents are almost always structured as:

• Title

• Abstract

• Introduction

• Middle

• Conclusion

The structure of the middle can vary. In experimental papers, it’s typically:

• Method

• Results

• Discussion

There are also extra parts: figures and tables, appendices, etc.
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Title

How to write titles:

• “short and sweet” is great advice for the title of novels, but it doesn’t work well

for titles of scientific papers

• the title should enable the audience to decide whether to read the paper or not

• in a bibliography or a web search readers will only see the title

• use the title to specify the scope of the document: identify the field of work and

separate it from others in the field
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Title: Examples

The Bluest Eye.

Sula.

Song of Solomon.

Tar Baby.

Beloved.

Jazz.

Paradise.

Love.

A Mercy.

Home.

God Help the Child.

Titles of novels of Tony Morrison (Nobel Prize in Literature, 1993).
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Title: Examples

The Bluest Eye.

Sula.

Song of Solomon.

Tar Baby.

Beloved.

Jazz.

Paradise.

Love.

A Mercy.

Home.

God Help the Child.

Titles of novels of Tony Morrison (Nobel Prize in Literature, 1993).
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Title: Examples from ACL 2024

Titles don’t have to be phrases, they can be sentences:

Speech language models lack important brain-relevant semantics

This title is a one-sentence summary of the result of the study. In some fields

(e.g., medicine), this is the conventional way to write titles.

It’s also common to combine a main title and a subtitle, separated by a colon:

Self-Alignment for Factuality: Mitigating Hallucinations in LLMs via Self-Evaluation

Here, the main title introduces the method, and the subtitle the task.
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Title: Examples from ACL 2025

GAPO: Learning Preferential Prompt through Generative Adversarial Policy

Optimization

FACT-AUDIT: An Adaptive Multi-Agent Framework for Dynamic Fact-Checking

Evaluation of Large Language Models

Statistical Deficiency for Task Inclusion Estimation

”Yes, My LoRD.” Guiding Language Model Extraction with Locality Reinforced

Distillation

Self-Instructed Derived Prompt Generation Meets In-Context Learning: Unlocking New

Potential of Black-Box LLMs

Whose Boat Does it Float? Improving Personalization in Preference Tuning via Inferred

User Personas

AGrail: A Lifelong Agent Guardrail with Effective and Adaptive Safety Detection
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Why is the Abstract Important?

For readers:

• find out what the paper is about (beyond the information in the title)

• get a summary of the most important findings

• decide whether they want to read the paper or not

For reviewers:

• find out whether the paper is within their area of expertise

• decide whether they want to review the paper or not

• form a first opinion about the quality of the paper

Many readers will only read the title and the abstract. So this is the one chance to get

your message across!
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Why is the Abstract Important?

The abstract can also be a tool for the writer:

• helps you decide what your most important points are

• helps you clarify the overall argumentation of the paper

• provides a way of repeating important information

• allows you to influence who will read (and review!) the paper
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Content of the Abstract

According to Alley (who calls it summary), the abstract should:

• contain the most important points of the paper

• contain only the important points

• only include material that occurs elsewhere in the paper (verbatim or paraphrased)

• be self-contained, i.e., the reader should be able to understand the abstract

without having to read anything else

• this means unusual terms, techniques, etc. need to be explained in the abstract

• don’t assume all readers will be specialists in the topic of the paper; assume a

broad readership.
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Content of the Abstract

Alley distinguishes:

• informative summary: describes the most important results of a paper;

• descriptive summary: states what kind of information the paper provides (like a

table of contents), but doesn’t give the actual results.

The abstract of a conference or journal paper is a mixture of both: it provides

signposting (which information to expect in the paper), but also summarizes the

results.
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Content of the Abstract

Zobel offers the following practical advice:

• the abstract is typically a single paragraph of about 50–200 words

• it presents a summary of the paper’s aims, scope, and conclusions

• do not use acronyms, mathematics, abbreviations, citations (the abstract should

be self-contained!)

• be as specific as possible (instead of we improve the state of the art, write things

like we improve the state of the art by 3.5%)

• but only include important details.
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Organization of the Abstract

Zobel suggests to start by writing one sentence on each of the following:

1. A general statement introducing the broad research area.

2. An explanation of the specific problem to be solved.

3. A review of existing solutions and their limitations.

4. An outline of the proposed new solution.

5. A summary of how the solution was evaluated and the result of the evaluation.

So you start with five sentences, but then you can add additional sentences, re-write

the ones you have, merge them, etc.
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Organization of the Abstract

My own experience shows:

• longer documents may require longer abstracts: the abstract of a journal paper is

somewhat longer than that of a conference paper

• the abstract of a PhD thesis is typically a whole page; it should summarize each

(content) chapter

• abstracts can contain sentences extracted from the main body of the text (you

may need to edit them for coherence)

• but: it is sometimes a good strategy to write the abstract before writing the paper

– helps planning the overall argumentation, deciding what to focus on

• and then once the paper is finished, you need to completely re-write the abstract!
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Introduction

The introduction prepares the reader for the main content of the document, answering

the following questions:

• What exactly is the work?

• Why is the work important?

• What is needed to understand the work?

• How will the work be presented?

Not all question may be present, and not always in this order.
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What exactly is the work?

• Describe the scope and limitations of the work.

• Provide more detail than the abstract.

• State any underlying theoretical or methodological assumptions.
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Why is the work important?

• Give the audience a reason to starting reading, and continue reading, the

document.

• If the document is a proposal: why should this be funded?

• The importance of the work can derive from its applications, but also from pure

curiosity.

• In that case, you need to instill this curiosity in the reader!

• Bear in mind who your audience is: experts, general readers, funders, managers.

• This determines how you need to justify the importance of your work.
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Why is the work important?

In size, density, and composition, Ganymede and Callisto (Jupiter’s two largest moons)

are near twins: rock-loaded snowballs. These moons are about 5000 km in diameter

and contain 75 percent water by volume. The one observable difference between them

is their albedo: Callisto is dark all over, while Ganymede has dark patches separated by

broad light streaks. This paper discusses how these two similar moons evolved so

differently.

Here curiosity is the main motivation for the work.
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What is needed to understand the work?

Present the background required to understand the main part of your document:

• review literature and related work

• show that your work is novel, unique

• identify gaps in the literature (respectfully!)

• tailor this to your audience and what they know

• boost your credibility as an author

Can be a separate section or chapter, or just a part of the intro.

In a thesis, you can have both an upfront background chapter and a background

section for each content chapter.
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What is needed to understand the work?

A table is sometimes a good way to present the related literature:

Dataset Task #L #V Obj Imgs Sen Des Cln ML Resource Example Labels

Ikizler (Ikizler et al., 2008) AC 6 6 0 467 N N Y N − running, walking
Sports Dataset (Gupta et al., 2009) AC 6 6 4 300 N N Y N − tennis serve, cricket bowling
Willow (Delaitre et al., 2010) AC 7 6 5 986 N N Y Y − riding bike, photographing
PPMI (Yao and Fei-Fei, 2010) AC 24 2 12 4.8k N N Y N − play guitar, hold violin
Stanford 40 Actions (Yao et al., 2011) AC 40 33 31 9.5k N N Y N − cut vegetables, ride horse
PASCAL 2012 (Everingham et al., 2015) AC 11 9 6 4.5k N N Y Y − riding bike, riding horse
89 Actions (Le et al., 2013) AC 89 36 19 2k N N Y N − ride bike, fix bike
MPII Human Pose (Andriluka et al., 2014) AC 410 − 66 40.5k N N Y N − riding car, hair styling
TUHOI (Le et al., 2014) HOI 2974 − 189 10.8k N N Y Y − sit on chair, play with dog
COCO-a (Ronchi and Perona, 2015) HOI − 140 80 10k N Y Y Y VerbNet walk bike, hold bike
Google Images (Ramanathan et al., 2015) AC 2880 − − 102k N N N N − riding horse, riding camel
HICO (Chao et al., 2015) HOI 600 111 80 47k Y N Y Y WordNet ride#v#1 bike; hold#v#2 bike
VCOCO-SRL (Gupta and Malik, 2015) VSRL − 26 48 10k N Y Y Y − verb: hit; instr: bat; obj: ball
imSitu (Yatskar et al., 2016) VSRL − 504 11k 126k Y N Y N FrameNet

WordNet
verb: ride; agent: girl#n#2
vehicle: bike#n#1;
place: road#n#2

VerSe (Gella et al., 2016) VSD 163 90 − 3.5k Y Y Y N OntoNotes ride.v.01, play.v.02
Visual Genome (Krishna et al., 2016) VRD 42.3k − 33.8k 108k N N Y Y − man playing frisbee

From Gella and Keller (2017).
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Middle

The middle of a document presents the work in a logical and persuasive fashion. To

achieve this, choose a strategy for presenting the material:

• chronological

• spatial

• classification and division

• cause-effect

• comparison-contrast

The strategy you choose must be suitable for the audience. Use it to group the work in

sections, to make it more digestible.
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Descriptive Headings

Section headings should be descriptive, make the strategy of the document obvious,

serve as a roadmap for the reader.

Sections provide whitespace, which allows readers:

• pause and reflect on what they’ve read

• jump to the information that interests them, skip those parts that don’t

Don’t over-section the text, consider if a paragraph break is better than introducing a

subsection.
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Descriptive Headings

Stylistic considerations for section headings:

• avoid cryptic one-word titles also for sections

• use parallelism (all subsections are titled using noun phrases, participles, etc)

• Don’t use dangling subsections (1, 2, 2.1, 3, 3.1, 3.2, 4)

Look at the table of content to see if your sectioning works.

Put \tableofcontent at the beginning of your paper (even if the final version won’t

have a ToC).
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Descriptive Headings

Weak Headings Strong Headings

Introduction Introduction

Debris Recovered Completed Work

Cataloguing Recovering Debris

Interpretation Cataloguing Debris

Results Interpreting the Debris

Placement Preliminary Results of Work

Bomb Makeup Placement of Bomb

Work to be Done Construction of Bomb

Interpretation Future Work
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Depth

Depth is the level of detail in your document. Affected by:

• occasion: determines length, e.g., conference paper vs. journal article

• audience: satisfy the readers interest, anticipate their questions, don’t raise

questions the document doesn’t answer

• purpose: if you want to persuade, you will need to discuss advantages and

disadvantages, rebut objections, etc.

Adapt paragraph and section length depending on the depth of your document.

Avoid very long or very short paragraphs (exception: instructions).
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Conclusion

Summarizes the middle and provides a future perspective:

• provide an analysis of the most important results

• analyze the results overall, not individually (do that in the middle, in a Discussion

section)

• do not present new evidence or new results here

• provide a future perspective:

• recommendations that derive from your work

• future direction of you work

• re-iterate the scope and limitations of your work (already in the intro)

• ACL conferences now require a separate section on limitations

Conclusion ties together loose ends, provides closure.
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Exercise 8: Evaluating an Abstract

Look at the abstracts on the next pages. Investigate the following questions:

1. Can you identify a structure that these abstracts follow? Is Zobel right?

2. Which audience do the abstracts target? Is Alley right (general reader)?

3. Are the abstracts self-contained, i.e., they are understandable independent of the

paper?

4. Do they use acronyms, mathematics, abbreviations, citations (Alley and Zobel)?

5. Is enough detail provided, and is all the detail important?

Both abstracts are from papers that appeared at ACL 2024.
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Exercise 8: Evaluating an Abstract

Abstract of Lee et al. (2024):

Most existing image captioning evaluation metrics focus on assigning a single numerical score

to a caption by comparing it with reference captions. However, these methods do not provide

an explanation for the assigned score. Moreover, reference captions are expensive to acquire. In

this paper, we propose FLEUR, an explainable reference-free metric to introduce explainability

into image captioning evaluation metrics. By leveraging a large multimodal model, FLEUR can

evaluate the caption against the image without the need for reference captions, and provide the

explanation for the assigned score. We introduce score smoothing to align as closely as possible

with human judgment and to be robust to user-defined grading criteria. FLEUR achieves high

correlations with human judgment across various image captioning evaluation benchmarks and

reaches state-of-the-art results on Flickr8k-CF, COMPOSITE, and Pascal-50S within the

domain of reference-free evaluation metrics. Our source code and results are publicly available

at: https://github.com/Yebin46/FLEUR.
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Exercise 8: Evaluating an Abstract

Abstract of Chen et al. (2024):

Fine-grained vision-language models (VLM) have been widely used for inter-modality local alignment between

the predefined fixed patches and textual words. However, in medical analysis, lesions exhibit varying sizes and

positions, and using fixed patches may cause incomplete representations of lesions. Moreover, these methods

provide explainability by using heatmaps to show the general image areas potentially associated with texts

rather than specific regions, making their explanations not explicit and specific enough. To address these issues,

we propose a novel Adaptive patch-word Matching (AdaMatch) model to correlate chest X-ray (CXR) image

regions with words in medical reports and apply it to CXR-report generation to provide explainability for the

generation process. AdaMatch exploits the fine-grained relation between adaptive patches and words to provide

explanations of specific image regions with corresponding words. To capture the abnormal regions of varying

sizes and positions, we introduce an Adaptive Patch extraction (AdaPatch) module to acquire adaptive patches

for these regions adaptively. Aiming to provide explicit explainability for the CXR-report generation task, we

propose an AdaMatch-based bidirectional LLM for Cyclic CXR-report generation (AdaMatch-Cyclic). It employs

AdaMatch to obtain the keywords for CXR images and ‘keypatches’ for medical reports as hints to guide

CXR-report generation. Extensive experiments on two publicly available CXR datasets validate the effectiveness

of our method and its superior performance over existing methods. Source code will be released.
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Fine-Grained Image-Text Alignment in Medical Imaging
Enables Explainable Cyclic Image-Report Generation

Wenting Chen1 Linlin Shen3 Jingyang Lin4 Jiebo Luo4

Xiang Li5∗ Yixuan Yuan2*

1City University of Hong Kong 2The Chinese University of Hong Kong
3Shenzhen University 4University of Rochester

5Massachusetts General Hospital and Harvard Medical School
1wentichen7-c@my.cityu.edu.hk 2yxyuan@ee.cuhk.edu.hk 3llshen@szu.edu.cn
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Abstract

Fine-grained vision-language models (VLM)

have been widely used for inter-modality lo-

cal alignment between the predefined fixed

patches and textual words. However, in medi-

cal analysis, lesions exhibit varying sizes and

positions, and using fixed patches may cause

incomplete representations of lesions. More-

over, these methods provide explainability by

using heatmaps to show the general image ar-

eas potentially associated with texts rather than

specific regions, making their explanations not

explicit and specific enough. To address these

issues, we propose a novel Adaptive patch-

word Matching (AdaMatch) model to corre-

late chest X-ray (CXR) image regions with

words in medical reports and apply it to CXR-

report generation to provide explainability for

the generation process. AdaMatch exploits the

fine-grained relation between adaptive patches

and words to provide explanations of specific

image regions with corresponding words. To

capture the abnormal regions of varying sizes

and positions, we introduce an Adaptive Patch

extraction (AdaPatch) module to acquire adap-

tive patches for these regions adaptively. Aim-

ing to provide explicit explainability for the

CXR-report generation task, we propose an

AdaMatch-based bidirectional LLM for Cyclic

CXR-report generation (AdaMatch-Cyclic). It

employs AdaMatch to obtain the keywords for

CXR images and ‘keypatches’ for medical re-

ports as hints to guide CXR-report generation.

Extensive experiments on two publicly avail-

able CXR datasets validate the effectiveness of

our method and its superior performance over

existing methods.

1 Introduction

Inter-modality alignment, such as vision and lan-

guage, has been an important task with growing

interests in the field of computer vision, especially

with the recent advancement in representation

*Xiang Li and Yixuan Yuan are corresponding authors.
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Figure 1: Current vision-language models (VLM)

achieve (a) global alignment and (b) local alignment

by matching overall visual with textual features, and

aligning patches with word features, respectively. (c) To

exploit the relation between textual words and abnormal

patches with varied sizes, our AdaMatch obtains adap-

tive patch features and aligns them with word features.

learning (Radford et al., 2021). Technologies like

contrastive learning and self-supervised learning

have dramatically improved state-of-the-art align-

ment performance. Recent vision-language models

(VLMs) demonstrate two approaches: global con-

trastive alignment, which integrates images and

texts at a global level (Radford et al., 2021; Jia

et al., 2021; Jang et al., 2023; Wang et al., 2023;

Yang et al., 2022), and local alignment, focusing

on detailed connections between visual objects and

textual words (Chen et al., 2020a; Li et al., 2020b,a;

Zhan et al., 2021; Kim et al., 2021; Yao et al., 2021),

as illustrated in Fig. 1.

Current VLMs with local alignment either adopt

the pre-trained object detector to extract region-

of-interest (ROI) features from images and match

the corresponding object features with textual

words (Chen et al., 2020a; Li et al., 2020b,a; Zhan

et al., 2021), or align the visual token from each
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Exercise 9: Shortening an Abstract

In addition to the problems already discussed, the abstract of Chen et al. (2024) is

simply too long!

• It takes up a large chunk of the first page (254 words).

• Not all readers will have the patience for this.

• And it’s space you could use elsewhere in the paper! (Remember, abstracts

shouldn’t contain new information.)

Your task: shorten the abstract to 125 words.
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Exercise 9: Shortening an Abstract

Let’s ask GPT: “Could you please shorten the following abstract to 125 words: [...]”
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Exercise 10: Evaluating an Introduction

Let’s again look at the introduction of Vaswani et al. (2017) (next page):

• What exactly is the work?

• Why is the work important?

• What is needed to understand the work?

• How will the work be presented?

Which of these questions are present in this excerpt?
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Exercise 10: Evaluating an Introduction

Recurrent neural networks, long short-term memory [13] and gated recurrent [7] neural

networks in particular, have been firmly established as state of the art approaches in sequence

modeling and transduction problems such as language modeling and machine translation [35,

2, 5]. Numerous efforts have since continued to push the boundaries of recurrent language

models and encoder-decoder architectures [38, 24, 15].

Recurrent models typically factor computation along the symbol positions of the input and

output sequences. Aligning the positions to steps in computation time, they generate a

sequence of hidden states ht , as a function of the previous hidden state ht−1 and the input for

position t. This inherently sequential nature precludes parallelization within training examples,

which becomes critical at longer sequence lengths, as memory constraints limit batching across

examples.

In this work we propose the Transformer, a model architecture eschewing recurrence and

instead relying entirely on an attention mechanism to draw global dependencies between input

and output. The Transformer allows for significantly more parallelization and can reach a new

state of the art in translation quality after being trained for as little as twelve hours on eight

P100 GPUs.
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Exercise 11: Evaluating Sectioning

Here’s the sectioning of the Vaswani et al. (2017) paper:

1. Introduction

2. Background

3. Model Architecture

3.1 Encoder and Decoder Stacks

3.2 Attention

3.2.1 Scaled Dot-Product Attention

3.2.2 Multi-Head Attention

3.2.3 Applications of Attention in our Model

3.3 Position-wise Feed-Forward Networks

3.4 Embeddings and Softmax

3.5 Positional Encoding

4. Why Self-Attention
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Exercise 11: Evaluating Sectioning

5. Training

5.1 Training Data and Batching

5.2 Hardware and Schedule

5.3 Optimizer

5.4 Regularization

6. Results

6.1 Machine Translation

6.2 Model Variation

6.3 English Constituency Parsing

7. Conclusion

Which strategy do the authors use to structure the middle? Do they follow Alley’s

advice on sectioning? Are the headings descriptive? Which level of depth do they us?
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Overview

General Principles of Scientific Writing

Anatomy of an (NLP) Paper

Publishing in *CL

Publication Process

Formatting

More on Content
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Lesson Plan

General Principles of Scientific Writing

Anatomy of an (NLP) Paper

Publishing in *CL

Publication Process

Formatting

More on Content
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Venues and Acronyms

Mostly publish in conferences and workshops

• NLP specific conferences

• EMNLP, ACL, NAACL, EACL, AACL, COLING, LREC, ...

• Findings

• Broader ML/AI conferences where people also submit

• COLM, AAAI, ICLR, NeurIPS

• NLP journals

• TACL, CL

• Journals can have benefits:

https://ehudreiter.com/2018/12/11/publish-in-journals/

• Many many workshops and shared tasks
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Publication process

1. Reviewing [Reviewers]

2. (sometimes) Author response [Authors]

3. Metareview [Area Chair (AC)]

4. Decision (accept/reject) [Senior Area Chair (SAC)]

5. Presentation format decision (oral/poster)

Steps 1-3 → ARR

Steps 4,5 → Individual venue
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ARR
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Lesson Plan

General Principles of Scientific Writing

Anatomy of an (NLP) Paper

Publishing in *CL

Publication Process

Formatting

More on Content
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Formatting & other guidelines

• Formatting is not just a suggestion

• Some issues can lead to automatic rejection

https://aclrollingreview.org/authorchecklist

• Detailed guidelines exist:

https://acl-org.github.io/ACLPUB/formatting.html

• Also reviewer guidelines:

https://aclrollingreview.org/reviewerguidelines
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Be careful using color

× Too much color can be distracting

From Ravichander et al. (2025).
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Be careful using color

✓ Use color to help comprehension

From Hu et al. (2023). 123



Be aware of accessibility

× Unmarked lines may be indistinguishable

From Deng et al. (2025).
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Be aware of accessibility

✓ Use symbols to differentiate lines

From Yan et al. (2025). 125



Lesson Plan

General Principles of Scientific Writing

Anatomy of an (NLP) Paper

Publishing in *CL

Publication Process

Formatting

More on Content
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Common types of NLP papers

• Methods

• Ex: Method for specific task – Jin et al. (2025)

• Ex: General method – Dai et al. (2025)

• Dataset

• Ex: Data for existing task – Zhu et al. (2025a)

• Ex: New task & data – Zhao and Caragea (2025)

• Review/Survey

• Ex: Summarize literature on a topic – Zhu et al. (2025b)

• Position/Perspective

• Ex: “The Impossibility of Fair LLMs” – Anthis et al. (2025)
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Related Work

× Beware: Citing only recent work

From Nguyen and Kim (2025). 128



Related Work

× Beware: Too descriptive

From Jin et al. (2025).
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Related Work

✓ Do: Explicitly contrast with prior work

From Zhao and Caragea (2025).
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Extras

• Limitations∗

• Ethical considerations

• Acknowledgments

• Appendices
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Limitations

× Don’t: Surface level

From Dai et al. (2025).
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Limitations

× Don’t: Focus on future work

From Qian et al. (2025).
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Limitations

✓ Do: Describe scope of study (future work OK in this context)

From Zheng et al. (2025).
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Limitations

✓ Do: Discuss assumptions

From Hu et al. (2025).
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Exercise 12: Evaluating limitations

Look at the limitations on the next page. Discuss the following questions:

1. Can you identify a the scope of the study?

2. Is it clear in which situations the results may not be applicable??

3. Are there points you would expand on?

4. Given the abstract, are there any potential limitations not mentioned you notice?

These limitations are from papers that appeared at ACL 2025.

136



Exercise 12: Evaluating limitations
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Exercise 12: Evaluating limitations
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Exercise 12: Evaluating limitations
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Appendices

Bonus content - main paper should be self-contained

✓ DOs

• Put examples

• Hyperparameter details

• Extra analyses

• Annotation instructions

• Follow formatting guidelines

× DON’Ts

• Put all your examples

• All experiment details

• Main results

• All annotation information

• Include content that spills into margins

Often used for details in the Reproducibility Checklist (we’ll discuss in a few weeks)
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Miscellaneous resources

• Writing advice

• https://psresnik.github.io/writing_advice.html

• Research & publishing

• https://ehudreiter.com/2020/04/06/is-a-paper-scientifically-solid/

• https://ehudreiter.com/2016/12/23/good-papers-are-hard-to-publish/
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