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What is the point?



In the beginning (in the 2010s) ...

Features of the model (feature ablation)

Atheism Climate Feminist Hillary Legal. of F- F-
Classifier Change Movemt. Clinton Abortion macroT microT
1. Benchmarks
a. Random 31.1 27.8 29.1 33.5 31.1 30.5 33.3
b. Majority 42.1 42.1 39.1 36.8 40.3 40.1 65.2
c. First in shared task 61.4 41.6 62.1 57.7 57.3 56.0 67.8
d. Oracle Sentiment 65.8 34.3 61.7 62.2 41.3 53.1 57.2
e. Oracle Sentiment and Target 66.2 36.2 63.7 72.5 41.8 56.1 59.6
II. Our SVM classifier
a. n-grams 65.2 42.4 57.5 58.6 66.4 58.0 69.0
b. a. + POS 65.8 41.8 58.7 57.6 62.6 57.3 68.3
c. a. + encodings 65.7 42.1 57.6 58.4 64.5 57.6 68.6
d. a. + target 65.2 42.2 57.7 60.2 66.1 58.3 69.1
e. a. + sentiment 65.2 40.1 54.5 60.6 61.7 56.4 66.8

From Mohammad et al. (2017).



Some thoughts

e If you don’t know where to start, look at some examples!
e Often: less good results — more error analysis

e This doesn't need to be the case!

e Process is often not straightforward



Example: my recollection of an error analysis process

Chronological order (paper order) for Allaway and McKeown (2020)

1. (5) Look manually at outputs— observe error types — label types
— evaluate by type
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Example: my recollection of an error analysis process

Chronological order (paper order) for Allaway and McKeown (2020)

1. (5) Look manually at outputs— observe error types — label types
— evaluate by type

2. (6) Think stance & sentiment are related — look at examples — observe
patterns — evaluate with swapping

3. (2) Think not satisfied with explanation of results — think about difference —
look at difference (clusters)

4. (3) Observe big clusters of topics — evaluate by cluster size
5. (4) Think some topics have few examples — evaluate by number of examples

6. (1) Reviewer: what if topics are lexically similar — extra analysis



Easiest: dataset based

Statistics or metric across partitions of your dataset. For example

e Labels
e Language
e Source domain

e Length

Important when imbalanced data



Example 1: labels

F1 All F1 Zero-Shot F1 Few-Shot
pro con all pro con all pro con all
CMaj 382 441 274 | 389 469 286 | 375 413 263
BoWV AS5T 402 372 | 429 409 349 | 486 395 393
C-FFNN 410 434 300 | .408 463 417 | 413 405 282
BiCond 469 470 415 | 446 474 428 | 489 466 .400

Cross—Net 486 471 455 | 462 434 434 | 508 505 474
BERT-sep 4734 522 5014 | 414 506 454 | 524 539 544
BERT-joint | .545 .591 .653 | .546 584 .661 | .544  .597 .646
TGA Net S573% 590 .665 | .554 .585 .666 | .589* 595 .663

Table 5: Macro-averaged F1 on the test set. * indicates significance of TGA Net over BERT-joint, p < 0.05.

From Allaway and McKeown (2020).
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Example 2: languages

Model ROUGE-1 ROUGE-2 ROUGE-L
NYT-base 32.94 10.36 22.51
Abs-so* 37.72 15.39 26.56
Abs-mix* 38.07 15.76 26.82

(a) Performance on Somali NYT.

Model ROUGE-1 ROUGE-2 ROUGE-L
NYT-base 3528 12.96 25.64
Abs-sw* 39.24 17.01 29.88
Abs-mix* 39.96 17.56 30.24

(b) Performance on Swahili NYT.

Model ROUGE-1 ROUGE-2 ROUGE-L
NYT-base 37.17 14.67 27.27
Abs-tl* 40.96 18.72 31.06
Abs-mix* 40.87 18.91 31.14

(c) Performance on Tagalog NYT.
Table 3: Abs-so, -sw, and -tl are the Somali, Swabhili,
and Tagalog systems, respectively. * indicates signifi-
cant improvement over NYT-base (p < 1.16 x 10719).

From Ouyang et al. (2019). =



Still pretty easy: model ablations

How do various components impact the model? For example

e Features
e Base LM family

e Base LM size

12



Example 3: components of the model

Entity Event
F1 A F1 A
Our Model 75.3 80.8
- — Coreffeat (§3.6) | -  -|796 -12
— Args (§3.2) 74.8 -09 | 787 -2.1
— Arg comp (§3.2) | 74.6 -0.7 | 783 -2.5
— CLS (Eq. 1) 745 -08 | 789 -19
— MP cosine (§3.4) | 745 -0.8 | 79.1 -1.7
"+GIoVE | 701 -52|767 -41
+ RoBERTa 712 -4.1|78.1 -2.7

Table 4: Feature ablation results (CoNLL F1) on the
ECB+ test set. For entity coreference arguments (Args)
are events, for event coreference they are entities.

From Allaway et al. (2021). 13



Example 4: base model

Method Model Recall Precision Full

Answers only

4B Instruct 27.4 51.8 2.4
0-shot 4B Thinking 55.5 71.2 326
235B MoE Instruct  44.0 72.0 10.8
235B MoE Thinking 53.1 55.1 372
SFT 4B Instruct 40.6 50.8 219
Interpretations and Answers
4B Instruct 20.5 27.2 9.3
CoT 4B Thinking 20.7 251 122
235B MoE Instruct ~ 60.5 63.2 382
235B MoE Thinking 51.8 432  38.1
SFT 4B Instruct 329 51.4 9.1
IntentRL 4B Instruct 66.9 582 491

Table 7: Recall, Precision, and Full Coverage (%)
on AmbiQT (SFT/IntentRL trained on Ambrosia).

From Saparina and Lapata (2025).
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A tiny bit harder: sensitivity analysis

How sensitive is the model to changes. For example

e Hyperparameters
e Training data
e Random seed

e Prompt formulation

15



Example 5: number of prompt examples

Avg. Acc. (%) SD (across seeds) SD (across prompts)

Shots
m 0 8 64 512

0 8 64 512 0 8 64 512
GPT-5 198 733 833 872 1.7 14 1.1 1.3 00 04 09 14
GPT-5-nano 189 614 643 652 1.1 1.8 21 20 04 0.5 09 19
GPT-40-mini 19.8 403 443 472 1.7 21 18 21 00 0.2 1.7 44
Llama3 8B 18.4 285 327 - 15 20 12 - 90 135 143 -
Qwen2.5 0.5B 39 5.0 8.0 1.8 1.3 09 09 02 26 58 19 12
Qwen2.5 1.5B 174 194 194 169 10 09 13 17 10 04 04 29
Qwen2.5 3B 19.0 294 316 310 13 17 20 08 19 3.6 38 44
Qwen2.5 7B 19.0 29.1 347 387 16 29 18 29 0.1 3.0 25 3.0
Qwen2.5 14B 19.7 330 452 493 1.7 13 13 21 0.1 1.8 42 44
Qwen2.5 32B 197 423 512 576 17 20 13 28 00 3.5 1.1 1.0
Qwen2.5 72B 198 408 468 51.1 17 25 13 08 00 1.9 33 39

Table 2: Inductive performance (avg. acc.) and standard deviation (SD) across seeds or prompt variants, under 0, 8,
64, and 512 shots. Model performance is stable even when the test sets are dynamically constructed.

From O'Brien et al. (2025).
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Example 6: subcomponents

Entity Event
F1 A F1 A
Our Model 75.3 80.8
"HeSRL-C | 753 00| 804 -04

HeSRL +BhR+C | 749 041|792 -1.6

Swirl + BhR + C 75.4 +0.1 | 80.0 -0.8
Swirl + BhR 754 +0.1 | 787 -2.1

Table 5: Ablation results (CoNLL F1) on methods for
identifying event structures on ECB+ test set. HeSRL
is He et al. (2018), BhR is additional rules for aligning
the SRL and annotations from (Barhom et al., 2019), C
is entity type constraint (see §4.2).

From Allaway et al. (2021).
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Example 7: prompt

Please answer with only “more likely”, “less likely”,
or “it has no impact”.
Consider the following information: [P']

From this information we can draw a conclusion
about [K].

Conclusion: [H].

Now suppose we are given additional information.
Additional information: [P*]

Given the additional information,

how likely are you to believe the conclusion?
Please answer with only “strengthens”,
or “it has no impact”.
Consider the following premis
This entails the conclusion that [H].
Additional information: [P"]

How does the given additional information
impact the conclusion??

(a)

veakens”

(b)

(c) | Please answer with only “more likely", “less likely"
or “it has no impact”.

Let’s think step by step.

First, consider the following information: [P*]

From this information we can draw a conclusion

about [K].

Conclusion: [H].

Now suppose we are given additional information.

Additional information: [P*]

Given the additional information,

how likely are you to believe the conclusion?

Table 8: The three prompts used in our experiments.
The system instruction is in italics about the dashed
line.

From Allaway and McKeown (2025). 18



Hard: human evaluation

Humans judge the output based on some criteria

e Some tasks have standard criteria, e.g., fluency

e Recent trend in using LLMs to do this instead

19



Example 8: evaluation criteria

Somali Weblogs Swahili Weblogs Tagalog Weblogs
Model Content  Fluency Model Content  Fluency Model Content  Fluency
NYT-base 1.66 1.62 NYT-base 1.88 1.76 NYT-base 1.72 1.76
Abs-so 1.92 1.90 Abs-so 2.14 1.90 Abs-so 1.76 1.88
Abs-sw 1.94 1.88 Abs-sw 222 2.08 Abs-sw 1.94 1.92
Abs-tl 1.86 1.82 Abs-tl 2.18 1.86 Abs-tl 1.80 2.08
Abs-mix 2.08 2.04 Abs-mix 2.36 2.08 Abs-mix 2.08 2.16

Table 5: Average human-rated content and fluency scores on Somali, Swahili, and Tagalog weblog entries.

From Ouyang et al. (2019).
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Scary*: manual data analysis

e Look through the inputs — patterns that are causing errors

e Look through model outputs — patterns in behavior

* This is a bit sarcastic, but manual data analysis is definitely hard.
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Example 9: manual analysis

Error Analysis To better understand model fail-
ures, we further analyze the 30 examples sam-
pled for evaluating interpretation alignment (Sec-
tion 6). On Abg-CoQA, we identify three types
of error. First, the model ignores important con-
text from previous dialogue turns. Second, it
sometimes produces valid, well-specified interpre-
tations but then gives factually incorrect answers,
such as referencing a different person than the one
implied in the interpretation. Third, it predicts
generic interpretations like “The question is am-
biguous.” In some cases, this is paired with a spe-
cific answer, without clarifying which interpreta-
tion the answer corresponds to. In other cases, it
is paired with the answer “Unknown” which ap-
pears in some training examples, but the model has
learned to produce it more often than necessary.

From Saparina and Lapata (2025).

We also observe on Ambrosia that interpreta-
tions can be vague, sometimes paraphrasing the
question without resolving the ambiguity. More-
over, the model occasionally produces correct in-
terpretations but predicts queries that do not follow
them (e.g., adding ID fields not mentioned in the
question) and generates non-executable queries,
even noting the error in SQL comments (e.g., “this
column does not exist”). It also repeats the same
interpretation multiple times, although repetitions
can be filtered via execution results.

22



Example 10: visualising differences

I saved my friend’s life from a heroin overdose, and she repaid me by hooking up with my boyfriend.
I saved my (at the time) best friend from a heroin overdose by sticking suboxone under her tongue, which I miraculously

had with me at the time. About a month later her and my boyfriend who I had been living with for two years hooked up.

(a) Ouyang et al. gold standard annotation.

I saved my friend’s life from a heroin overdose, and she repaid me by hooking up with my boyfriend.
I'saved my (at the time) best friend from a heroin overdose by sticking suboxone under her tongue, which I miraculously

had with me at the time. About a month later her and my boyfriend who I had been living with for two years hooked up.

(b) Pointer-aligner alignment.

I saved my friend’s life from a heroin overdose, and she repaid me by hooking up with my boyfriend.

I saved my (at the time) best friend from a heroin overdose by sticking suboxone under her tongue, which I miraculously

had with me at the time. About a month later her and my boyfriend who I had been living with for two years hooked up.

(c) Jacana alignment.
Figure 7: Ouyang et al. alignments. Due to length restrictions, we show only the best-performing baseline, Jacana.

From Ouyang and McKeown (2019).
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Exercise
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Discuss

e What kinds of analyses would you do?

e How would you do these?
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