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Summarisation
Summarisation task: 
produce a concise and 
coherent summary of a 
longer document or multiple 
documents, to capture 
essential information 
themes or points presented in 
the original document while 
reducing its length.



Types of Summarisation
Input:

• Single document summarisation (SDS) or Multi-document 

summarisation (MDS)

Output: 
• Extractive or Abstractive

Focus: 
• Generic (unconditioned) or query-focused (conditioned)

Approach: 
• Supervised or unsupervised
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Summarisation
Useful for creating, for example:

• Outlines or abstracts for documents and articles,

• Summaries for online conversations (Slack, e-mail)

• Action items for a meeting,

• Simplifying documents by compressing them,

• etc.



Summarisation
Facilitates information access:

• A lot of data, both in textual and non-textual format

• Even textual data can be difficult to read

• People tend to be more prone to understand text that 

numbers or graphs [Law et al., 2005]

Most NLP applications operate over text: 
• Search engines

• Question answering systems

• Speech synthesisers
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Summarisation

Highlights: 
• 69% of lacks polled say Martin Luther King Jr’s vision realised

• Slim majority of white people say King’s vision is not fulfilled

• King gave his “I have a dream” speech in 1963
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Modeling Approach
A language model produces a distribution over possible next 
words, given the previous words in the text:

P (yt ∣ y1, …, yt−1)
A conditional language model produces a distribution over 
possible next words, given the previous words in the text and 
some additional input :x

We can use any sequence to sequence model for representing this 
conditional distribution!

Summarisation — : input text, : summarised textx y

P (yt ∣ y1, …, yt−1, x)
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Summarisation — Task Definition
Definition: Given an input text  (single- or multi-document), write a 
summary  which is shorter and contains the main information in .

x
y x

•Single-document: we write a summary  of a single document 


•Multi-document: we write a summary  of multiple documents 

y x
y x1, …, xn

Typically, the documents  have overlapping content — 
e.g., news articles discussing the same event

x1, …, xn
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Summarisation — Main Strategies
Extractive Summarisation: 
select parts (e.g., sentences) of 
the original text to form a 
summary.

Abstractive Summarisation: 
generate new text using natural 
language generation methods.

“Easier”, more restrictive 
(no paraphrasing allowed)

“More difficult”, flexible.  
(can do paraphrasing)
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CNN/Daily Mail Dataset
Training data: pairs of news articles (~800 words on average) and 
summaries (aka story highlights), usually 3 or 4 sentences long (~56 
words on average)

CNN: 100k pairs; Daily Mail: 200k pairs

Highlights were sourced from journalists in compressed, 
“telegraphic”, manner

The highlights need not to form a coherent summary — each 
highlight is relatively stand-alone, with little co-referencing

Available at https://github.com/abisee/cnn-dailymail
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Summarisation

Highlights: 
• 69% of blacks polled say Martin Luther King Jr’s vision realised

• Slim majority of white people say King’s vision is not fulfilled 
• King gave his “I have a dream” speech in 1963

VerbatimParaphrased
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Sequence-to-Sequence with Attention
Encoder: single-layer bidirectional LSTM produces a sequence of 
hidden states  

Decoder: single-layer unidirectional LSTM receives word embeddings of 
previous words produced by the decoder, and has a decoder state 


Attention distribution: 

Context vector: weighted sum of enc. hidden states 


Vocab distribution: probability distribution over words in the vocabulary: 

hi

st

h*i = ∑
i

at
ihi

P𝗏𝗈𝖼𝖺𝖻 = 𝗌𝗈𝖿𝗍𝗆𝖺𝗑 (V′ (V[st, h*t ] + b) + b′ )

et
i = v⊤𝗍𝖺𝗇𝗁 (Whhi + Wsst + b𝖺𝗍𝗍𝗇); at = 𝗌𝗈𝖿𝗍𝗆𝖺𝗑(et)
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Pointer-Generator Network
Pointer-Generator Network: implements a copying mechanism, 
useful for rare words and phrases

The model allows both copying words by pointing and generating 
words from a fixed vocabulary


On each decoder step, calculate  — the probability of 
generating the next word (rather than copying it):

p𝗀𝖾𝗇

P(w) = p𝗀𝖾𝗇 P𝗏𝗈𝖼𝖺𝖻(w) + (1 − p𝗀𝖾𝗇) ∑
i:wi=w

at
i
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Pointer-Generator Network: implements a copying mechanism, 
useful for rare words and phrases

The model allows both copying words by pointing and generating 
words from a fixed vocabulary


On each decoder step, calculate  which represents the 
probability of generating the next word (rather than copying it):

p𝗀𝖾𝗇
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At each 
decoding step

Probability of 
copying



Pointer-Generator Network — Coverage Mechanism
The coverage mechanism attempts to generate less repetitive 
summaries by penalising repeatedly attending to the same parts 
of the source text

Coverage vector tells us what has been attended so far:

ct =
t−1

∑
t′ 

at′ 

The coverage vector is provided as an extra input 
to the attention mechanism:

Coverage loss penalises overlap between coverage vector  and 
new attention distribution :

ct

at
𝖼𝗈𝗏𝗅𝗈𝗌𝗌t = ∑

i

min (at
i , ct

i)

et
i = v⊤𝗍𝖺𝗇𝗁 (Whhi + Wsst + wcct

i + b𝖺𝗍𝗍𝗇)
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Summarisation with Pre-Trained Encoders

[Devlin et al., 2018]



Summarisation with Pre-Trained Encoders

[Liu et al., 2019]



Pre-Trained Encoders — Fine-Tuning

Learning rate schedule [Vaswani et al., 2017]





Smaller learning rate, longer warming-up for the encoder: 

 

Larger learning rate, shorter warming-up for the decoder:


𝗅𝗋 = 𝗅𝗋 ⋅ min{𝗌𝗍𝖾𝗉−0.5, 𝗌𝗍𝖾𝗉 ⋅ 𝗐𝖺𝗋𝗆𝗎𝗉−1.5}

𝗅𝗋e = 2e−3, 𝗐𝖺𝗋𝗆𝗎𝗉e = 20,000

𝗅𝗋d = 0.1, 𝗐𝖺𝗋𝗆𝗎𝗉d = 10,000



Summarisation Evaluation — ROUGE
ROUGE — Recall-Oriented Understudy for Gisting Evaluation

ROUGE-N =
∑S∈𝖱𝖾𝖿. 𝖲𝗎𝗆𝗆𝖺𝗋𝗂𝖾𝗌 ∑𝗀𝗋𝖺𝗆n∈S 𝖼𝗈𝗎𝗇𝗍𝗆𝖺𝗍𝖼𝗁 (𝗀𝗋𝖺𝗆n)

∑S∈𝖱𝖾𝖿. 𝖲𝗎𝗆𝗆𝖺𝗋𝗂𝖾𝗌 ∑𝗀𝗋𝖺𝗆n∈S 𝖼𝗈𝗎𝗇𝗍 (𝗀𝗋𝖺𝗆n)
Based on n-gram overlap 
No brevity penalty, based on recall

Most commonly-reported ROUGE scores: ROUGE-1 unigram 
overlap, ROUGE-2 bigram overlap, ROUGE-L longest common 
subsequence overlap
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Summarisation — Discussion
CNN/Daily Mail is a rather extractive dataset — you can get 
away with some copying and pasting

Generated summaries are fluent but can contain factual 
inaccuracies 
Do we trust ROUGE as an evaluation metric? How do we evaluate 
output summaries with humans?

How would we build an extractive summarisation model? How 
would the training data look like?



T5: Text-to-Text Transfer Transformer

"translate English to German: That is good."

"cola sentence: The 
course is jumping well."

"summarize: state authorities 
dispatched emergency crews tuesday to 
survey the damage after an onslaught 
of severe weather in mississippi…"

"stsb sentence1: The rhino grazed 
on the grass. sentence2: A rhino 

is grazing in a field."
T5

"Das ist gut."

"not acceptable"

"six people hospitalized after 
a storm in attala county."

"3.8"
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Zero-Shot Summarisation with LLMs



The Problem of Hallucinations



Context-Aware Decoding

[Shi et al., 2023]
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