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Exercises 5 — Notes Williams

These notes are intended to give a summary of relevant concepts from the lectures which are
helpful to complete the exercises. It is mot intended to cover the lectures thoroughly. Learning
this content is not a replacement for working through the lecture material and the exercises.

Markov chains — A distribution factorised such that each variable x; depends on L previous
(contiguous) nodes {x;—r,...,Ti—1}

Here: L =2

p(x1,...,2q) = ngl p(xi | Ticpy .o, Tiz1)

(§

For L = 1 we have a 15*-order Markov chain, p(x1,...,xq) = H?le(xi | zi—1)

The transition distribution p(z;,| z;—1) gives the probability of transitioning to different states.
However, if this does not depend on i, then the Markov chain is said to be homogeneous.

Hidden Markov model (HMM) — A 15'-order Markov chain on latent variables h; (hid-
dens), with an additional set of visible variables v; that represent observations. An emission
distribution p(v; | h;) gives the probabilities of the observations v; (visibles) taking different
values, if the observations are real-valued then p(v; | h;) will be a probability density function.

h1 )@ )/h-g\ > h4
p(hi.a, viea) = p(or | ha)p(ha) 1%y p(vi | Ri)p(hi | hi1) g g

An HMM is said to be stationary if its transition and emission distributions don’t depend on 1.

Alpha-recursion A recursive process that propagates information forwards, from hs_1 to hg

a(hs) = p(vs | hs) Z p(hs | hs—1)a(hs—1) = p(hs, v1:s) o< p(hs|vis) (1)
hs—1
a(h1) = p(h1)p(v1 | h1) = p(hi,v1) o< p(ha | v1) (2)

Used to compute p(h¢|vi.) (filtering).

Beta-recursion A recursive process that propagates information backwards, from hg to hs_1
B(hs—l) = ZP(Us ’ hs)p(hs | hs—l)ﬁ(hs) = p(Us;u‘hs_l) (3)
hs

B(hu) =1 (4)

Together with the alpha-recursion, used to compute p(h¢|vi.,) (smoothing).



Loss and Risk An agent has a set of possible actions A to choose from. Each action has
costs/benefits, which depend on the underlying state of nature h € H. The loss function £(h,a)
specifies the loss incurred when taking action a when the state of nature is h. Utility is basically
same thing as loss, but with the opposite sign, U(h,a) = —¢(h,a).

Given observations x, we obtain p(h|x). The risk associated with action a is given by
R(alx) = Y _ £(h,a)p(h|x).
h

The optimal policy is to choose the action ssociated with the lowest risk, i.e.

7 (x) = argmin R(a|x).



