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Probabilistic Graphical Models (PGMs)

Declarative semantics: a clean separation of modeling assumptions from inference

Nodes: random variables
Edges: dependencies

+

Inference: conditioning [Darwiche 2001; Sang, Beame, and Kautz 2005]

elimination [Zhang and Poole 1994; Dechter 1998]

message passing [Yedidia, Freeman, and Weiss 2001; Dechter,

Kask, and Mateescu 2002; Choi and Darwiche 2010; Sontag,

Globerson, and Jaakkola 2011]
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…but what about neural networks?

x
p(x)

p(y | x)
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…so what’s the difference?

NNs are graphs (and can encode joint/conditional distributions), but …

PGMs Neural Networks

Nodes: random variables unit of computations
Edges: dependencies order of execution

Inference: conditioning

elimination

message passing

feedforward pass

backward pass
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…so what’s the difference?

NNs are graphs (and can encode joint/conditional distributions), but …

PGMs Neural Networks

Nodes: random variables unit of computations
Edges: dependencies order of execution

Inference: conditioning

elimination

message passing

feedforward pass

backward pass

⇒ they are computational graphs
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Goal

“Can we find
a middle ground
between these
two representations?”
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Goal

“Can we design
computational graphs
that efficiently encode inference
procedures in PGMs?”
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Goal

“Can we design
computational graphs
that efficiently encode inference
procedures in PGMs?”

⇒ yes! with circuits!
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GMMs
as computational graphs
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p(X) = w1 · p1(X1)+w2 · p2(X1)

⇒ translating inference to data structures…
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GMMs
as computational graphs

X1
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0.2

p(X1) = 0.2·p1(X1)+0.8·p2(X1)

⇒ …e.g., as a weighted sum unit over Gaussian input distributions
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GMMs
as computational graphs

.06

.21

1 0.09
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p(X = 1) =0.2 · p1(X1 = 1)

+0.8 · p2(X1 = 1)

⇒ inference = feedforward evaluation
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GMMs
as computational graphs

X1

X1

0.8

0.2

A simplified notation:

⇒ scopes attached to inputs
⇒ edge directions omitted

10/51



GMMs
as computational graphs

p(X) =w1 · p1(XL
1) · p1(XR

1 )+

w2 · p2(XL
2) · p2(XR

2 )

⇒ local factorizations…

11/51



GMMs
as computational graphs

XR
2

XL
2

XR
1

XL
1

×

×

w1

w2

p(X) =w1 · p1(XL
1) · p1(XR

1 )+

w2 · p2(XL
2) · p2(XR

2 )

⇒ …are product units
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Probabilistic Circuits (PCs)
A grammar for tractable computational graphs

X1
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I. A simple tractable function is a circuit



Probabilistic Circuits (PCs)
A grammar for tractable computational graphs

X1 X1 X1

w1 w2
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I. A simple tractable function is a circuit

II. A weighted combination of circuits is a circuit



Probabilistic Circuits (PCs)
A grammar for tractable computational graphs

X1 X1 X1

w1 w2

×

X1 X2
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I. A simple tractable function is a circuit

II. A weighted combination of circuits is a circuit

III. A product of circuits is a circuit



Probabilistic Circuits (PCs)
A grammar for tractable computational graphs

X1 X1 X1

w1 w2

×

X1 X2

×

X1 X2

×

X1 X2

w1 w2
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Probabilistic Circuits (PCs)
A grammar for tractable computational graphs

X1 X1 X1

w1 w2
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Probabilistic queries = feedforward evaluation

p(X1 = −1.85, X2 = 0.5, X3 = −1.3, X4 = 0.2)
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Probabilistic queries = feedforward evaluation

p(X1 = −1.85, X2 = 0.5, X3 = −1.3, X4 = 0.2)

1.29

0.18

0.35

2.42

−1.85

−1.85

0.5

0.5

0.9

0.1

0.
5

0.5

0.3

0.7

0.
2

0.8

×

×

0.5

0.5

0.
6

0.4

1.21

0.67−1.3

−1.3

×

×

0.8

0.2

0.
5

0.5

0.39

0.540.2

0.2

×

×

0.8

0.2

13/51



Probabilistic queries = feedforward evaluation

p(X1 = −1.85, X2 = 0.5, X3 = −1.3, X4 = 0.2) = 0.75
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…why PCs?

1. A grammar for tractable models
One formalism to represent many probabilistic and logical models

⇒ #HMMs #Trees #XGBoost, Tensor Networks, …
and other PGMs…
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From PGMs to circuits
via compilation

D

C

A B

→

A = 0 A = 1 B = 0 B = 1

C = 0 C = 1

× ×

× ×

D = 0 D = 1
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From PGMs to circuits
via compilation

D

C

A B

Bottom-up compilation: starting from leaves…
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From PGMs to circuits
via compilation

D

C

A B

…compile a leaf CPT

A = 0 A = 1

.3 .7

p(A|C = 0)

15/51



From PGMs to circuits
via compilation

D
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…compile a leaf CPT

A = 0 A = 1

.6 .4
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From PGMs to circuits
via compilation

D

C

A B

…compile a leaf CPT…for all leaves…

A = 0 A = 1 B = 0 B = 1

p(A|C) p(B|C)
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From PGMs to circuits
via compilation

D

C

A B

…and recurse over parents…

A = 0 A = 1 B = 0 B = 1

C = 0 C = 1

× ×

.2
.8

p(C|D = 0)
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From PGMs to circuits
via compilation

D

C

A B

…while reusing previously compiled nodes!…

A = 0 A = 1 B = 0 B = 1

C = 0 C = 1

× ×

.9

.1

p(C|D = 1)
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From PGMs to circuits
via compilation

D

C

A B
A = 0 A = 1 B = 0 B = 1

C = 0 C = 1

× ×

× ×

D = 0 D = 1

.5 .5

p(D)
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HMMs
as computational graphs
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Flows Diffusion

VAEs GANs

Expressive models are not much tractable…
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Flows Diffusion

VAEs GANs

GMMs
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Tractable models are not that expressive…
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Circuits

Circuits

Flows Diffusion

VAEs GANs

GMMs
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Trees

Circuits can be both expressive and tractable!
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Circuits

Circuits

Flows Diffusion
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Trees

Start simple…
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Circuits

Flows Diffusion

VAEs GANs

GMMs

HMMs

Trees
overparam.

then make it more expressive!
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Circuits
Circuits

Circuits

Flows Diffusion

VAEs GANs

GMMs

HMMs

Trees
overparam.

structure

impose structure!
23/51



…why PCs?

1. A grammar for tractable models
One formalism to represent many probabilistic and logical models

⇒ #HMMs #Trees #XGBoost, Tensor Networks, …
and other PGMs…

24/51



…why PCs?

1. A grammar for tractable models
One formalism to represent many probabilistic and logical models

⇒ #HMMs #Trees #XGBoost, Tensor Networks, …
and other PGMs…

2. Expressiveness
Competitive with intractable models, VAEs, Flow…#hierachical #mixtures #polynomials
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How expressive?

competitive with Flows and VAEs!

Dang, Liu, and Broeck, “Sparse Probabilistic Circuits via Pruning and Growing”, NeurIPS, 2022 25/51



How scalable?

up to billions of parameters
Liu, Zhang, and Broeck, “Scaling Up Probabilistic Circuits by Latent Variable Distillation”,
arXiv preprint, 2022 26/51



…why PCs?

1. A grammar for tractable models
One formalism to represent many probabilistic and logical models

⇒ #HMMs #Trees #XGBoost, Tensor Networks, …
and other PGMs…

2. Expressiveness
Competitive with intractable models, VAEs, Flow…#hierachical #mixtures #polynomials

3. Tractability == Structural Properties!!!
Exact computations of reasoning tasks are certified by guaranteeing certain structural
properties. #marginals #expectations #MAP, #product …
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Structural properties

smoothness

decomposability

determinism

compatibility

Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 28/51



Structural properties

property A

property B

property C

property D

Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 28/51



Structural properties

property A

property B

property C

property D

tractable computation of arbitrary integrals

p(y) =
∑
val(Z)

p(z,y), ∀Y ⊆ X, Z = X \Y

⇒ sufficient and necessary conditions
for a single feedforward evaluation

⇒ tractable partition function

Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 28/51



Structural properties

smoothness

decomposability

compatibility

determinism

the inputs of sum units are defined over the same variables

X1 X1

w1 w2

smooth circuit

X1 X2

w1 w2

non-smooth circuit

Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 29/51



Structural properties

smoothness

decomposability

compatibility

determinism

the inputs of prod units are defined over disjoint variable sets

×

X1 X2 X3

decomposable circuit

×

X1 X1 X3

non-decomposable circuit

Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 29/51



Probabilistic queries = feedforward evaluation

p(X1 = −1.85, X4 = 0.2)
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Probabilistic queries = feedforward evaluation
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smooth + decomposable circuits = …

Computing arbitrary integrations (or summations)
⇒ linear in circuit size!

E.g., suppose we want to compute Z:∫
p(x)dx
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smooth + decomposable circuits = …

If p(x) =
∑

i wipi(x), (smoothness):

∫
p(x)dx =

∫ ∑
i

wipi(x)dx =

=
∑
i

wi

∫
pi(x)dx

⇒ integrals are “pushed down” to inputs

× ×

× ×× ×
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X3 X4 X3 X4
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smooth + decomposable circuits = …

If p(x,y, z) = p(x)p(y)p(z), (decomposability):

∫ ∫ ∫
p(x,y, z)dxdydz =

=

∫ ∫ ∫
p(x)p(y)p(z)dxdydz =

=

∫
p(x)dx

∫
p(y)dy

∫
p(z)dz

⇒ integrals decompose into easier ones

× ×

× ×× ×

X1

X2

X1

X2

X3 X4 X3 X4
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…wait!

“Are all PGMs circuits?”

and/or

“Are all circuits PGMs?”
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…not so easy!

1. Marginal inference in PGMs is exponential in the treewidth!
but PCs can exploit context specific independence

X ⊥⊥ Y | Z = z1

but

X ̸⊥⊥ Y | Z = z2
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Decision trees as PCs…
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…not so easy!

1. Marginal inference in PGMs is exponential in the treewidth!
but PCs can exploit context specific independence

2. We do not know how to compile exactly an arbitrary PGM over continuous vars!
we need to extend the language of PCs to integral units
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PCs
(and more circuits)

everywhere
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PGMs with negative parameters!
spotlight at ICLR 2024 (top 5% papers)
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PCs meet knowledge graph embedding models
oral at NeurIPS 2023 (top 0.6% papers)
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Loxoprofen Ibuprofen

COX2

Inflammation Fever Pain

P-prostacyclin

(?)
interacts

interacts

treats treatstreatstreats

involved

• Drugs • Symptoms

• Proteins • Functions

〈Loxoprofen, treats, Inflammation〉

〈Ibuprofen, interacts, COX2〉

〈COX2, involved, P-prostacyclin〉

...

Q: 〈Loxoprofen, interacts, ?〉

A: 〈Loxoprofen, interacts, phosphoric-acid〉 !!!

neural link predictors can violate domain constraints
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PCs+KGE
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injecting constraints in deep learning (NeurIPS 2022)
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p(y | x) = qΘ(y | g(z)) · cK(x,y)/Z(x)

SPL

efficient and reliable reasoning over constraints
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constrained text generation with LLMs (ICML 2023)
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reliable reinforcement learning (AAAI 23)
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more reasoning scenarios

q1

“What is the expected pre-
diction for a patient with
unavailable records?”

q2

“How fair is the predic-
tion is a certain protected
attribute changes?”

q3
“Can we certify no adver-
sarial examples exist?”

…asking queries to a ML model
45/51



more reasoning scenarios

q1 Exm∼p(Xm|xo) [f(xo,xm)]
(expected prediction)

q2
Exc∼p(Xc|Xs=0) [f0(xc)]−
Exc∼p(Xc|Xs=1) [f1(xc)]
(fairness)

q3 Ee∼N (0,σ2ID) [f(x+ e)]
(adversarial robust.)

…into math expressions over circuits
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∫∫∫
p(x) × log

(
p(x) / q(x)

)
dX

p

q

/

r

log

s

×
t

∫

build a LEGO-like query calculus!
Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 47/51



compositionally derive the tractability of many more queries

Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 48/51



and prove hardness when some input properties are not satisfied

Vergari et al., “A Compositional Atlas of Tractable Circuit Operations: From Simple
Transformations to Complex Information-Theoretic Queries”, NeurIPS, 2021 48/51



UNREAL

Hardware Software

Reliable reasoning primitives

Computational abstractions

Distill Compile Learn

ML models Queries Data

realizing a full “virtual machine” for reasoning
49/51



50/51



SPL

× ×

× ×× ×

X1

X2

X1

X2

X3 X4 X3 X4

Ask me anything!


