
Model-Free

Value-Based Policy-Based

Actor-Critic

Tabular Methods

TD(0) [1, p. 119]

SARSA [1, p. 129]

MC Control (first-visit) [1, p. 92]

Q-Learning [1, p. 131]

Semi Gradient Methods

TD(0) [1, p. 119]

SARSA[1, p. 129]

Q-Learning [1, p. 131]

Deep Methods

DQN [2]

Double DQN [3]

Deep/Value Function Approx.

REINFORCE * [1, p. 326]

REINFORCE with Baseline * [1, p. 329]

Semi Gradient Methods

Actor-Critic with
semi-gradient TD(0) [1, p. 332]

Deep Methods

DDPG * [4]

A3C (or A2C) * [5]

TRPO †* [6]

PPO †* [7]

SAC †* [8]

Model-Based

Access to Model Learn Model

Planning

MCTS [1, p. 185]

Dynamic Programming

Exhaustive Search [1, p. 62]

Policy Iteration [1, p. 80]

Value Iteration [1, p. 82]

Dyna

Dyna-Q [1, p. 161]

Dyna-AC †

Deep Methods

World Models † [10]

Dreamer † [11]

Legend

On-Policy Methods

Off-Policy Methods

* Continuous Action Space is possible

† Not covered in lectures

Reinforcement
Learning

Deep Methods

Alpha Zero † [9]
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